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ABSTRACT

The objective of this research was to study the factors affecting the decision to study at the
bachelor's degree level, Faculty of Business Administration and Liberal Arts and to compare the
effectiveness of data mining techniques. Based on the basic information on student recruitment for
academic and registration of Rajamangala University of Technology Lanna, Chiang Mai, during the academic
year 2020 - 2022, there were a total of 2,509 applicants. The research team has brought the data for factor
analysis using feature selection and data mining techniques. The feature selection techniques used
consisted of 3 techniques, namely 1) Chi Square Statistic, 2) Correlation Based, and 3) Information Gain. The
data mining techniques used consisted of 6 techniques, namely 1) Decision Tree, 2) Random Forest,
3) Gradient Boosting Tree, 4) Naive Bayes, 5) Logistic Regression and 6) Voting. The findings revealed that
the factors that most affected the decision to study in the bachelor's degree from all techniques of
qualification selection were: Selected field of study or course, original course and original qualifications.
The technique with the highest accuracy in forecasting was the Voting technique with an accuracy of 73.449%,
with a higher accuracy than the Random Forest, Logistic Regression, Decision Tree, Naive Bayes and Gradient

Boosting Tree, whose accuracies were 71.45%, 71.05%, 68.26%, 65.60%, 64.81%, respectively.

AdnAy: imllewleya msAmdenAuanvae n1sfualing mMsinfnwide

Keywords: Data Mining, Feature Selection, Recruitment, Admission
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(Classifier) snnndmilsdlunissews wellanismmdunisihdeyanisdeuiyaferiulilunaudaslunainis

Seud Wieldnanisvihungveasazlumaissuiosudd avtmanisiwenldvannislmaiiranamneulafiusas

¥

Tuwarhwienauniign Avgthaaiammeutiulunanisyhuevesraraiiidafinnsaney dagun 2 Tngluawided

Ya o

Anzd I laldlumalunssuiulmediua 5 leameiufe nalladulddnduls wadavrdu wmealansifown

Y

yansd watAudNug wazwaanisannoeladann

kYl

TRAINING DATA

@ ﬁ) @ PRIDICTION
y W 4
( 1 ) VOTING

gﬂﬁ 2 Myvuveamalanisinag (Voting)

3.5 Jumpun1suseiiiuna (Evaluation)

ya o

Tudunoutanediteldimsvssdunanisldinadanisiinsgideyarianun 6 waiea wazsiinis
Wigueuussansnnvesudazinailn lnuaugideladenldisnisulsdeyavesnmmeasdaeldisnisuusdeya
70:30 laguustoyadmsunisiieus (Training Data) 70% wardeyad1miuniimaaeu (Testing Data) 30%
(Vrigazova, 2021) Taaldi8n15Useiiunausedns nanaedduinan1em1519 Confusion Matrix (Sripaoray and

Sinsomboonthong, 2017) lngilsgazidennegu 3
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Predicted Class

P N
True Positives Falge
P (TP) Negatives

(FN)
Actual
Class

N False Positives True

(FP) Negatives (TN)

E‘Uﬁ 3 %1519 Confusion Matrix

2 A v
P a o a =

Tae?l TP (True Positive) A® HAN1SYNUIEASINUAINLAATLDTY TunTEAvungInasakasdeuinTuasa

P
=

FP (False Positive) g NaN15¥NUNensIuEAndy TunsmnyinuieInase wardaninnduliase

v P
= = I a

TN (True Negative) Ao man1syinutenssiudsiinau Tunsalfvituneginldaswasdsiiinauliass

' v v
aa o ' o =

FN (False Negative) A man1svitunglinssiudiinetiuass Tunsainvihunginliade undeduinduass
TagusSuNYeswIdel TP fp ASUNUILIEINNANEINNTIBIUAT AL TNANWINITIEITUN D5
FP Ao ns@viunendn@neunsieanus wiindnwildunsiganuss

TN A9 nsaiviunendn@neliunsienush wasdnfnwludunsnenuslas

FN Al nsaiiviuienin@nenliunsieanusi wadnfnwiunsieanusi

911579 Confusion Matrix @snsavnduaiiemaAnisiaUssavsnmueslumadad

AALgNAeY (Accuracy) F3¥nAnugndesandiuaufmeuiignies isuiusuudneuiammniiiily
Tluavimsneu IngldansAnim Accuracy = (TP + TN) / (TP + FP + TN + FN)

A1AUYNADY (Recall) "3%’3’@ﬁﬂé’@dWmaﬁaa&aﬁmqmmmmﬁmmiﬁgﬂﬁuﬁuﬁ’usﬁayjaﬁﬁmmiﬂy’wm
IngldansAuan Recall = TP / (TP + FN)

APawiugn (Precision) 35infnduauiimegn andeyaiivihuneindunaadifiansuney laoldgns
AU Precision = TP / (TP + FP)

AATIE1997 (F-Measure) FBnametutinudeuaisves Aausiug (Precision) way AFenndu
(Recall) 3ordunismuszdnininlaesinvesnanarinou neldgnsAiuin F-Measure = 2 x (Precision x

recall) / (Precision + Recall)

3.6 YURBUNTINUUNIHANITIATILS (Publication)

R INTURBUNSUTHIHURARUUTIARINTNEINTAlNTTMUNTBY AveyatayansadasitnAnwide

Ya v

luseaudTyes AuguImsgsianasAaumansiousosunal A8 HEUNTNANTITILATIEN o lintigu

Y

meluang mhenusvadasindnw dmednsivldussleviduveansuugihanivviondngns Usenaunis

Muwnuvsaduwinidlunisusulgmagiannludiuvesnssvadasinfnw vesruzuimsssnasazalmans
sl
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A8N1SUAY 78.270 (3) 0.177 (1) 0.023 (3) 3
WnsAnwau 80.260 (2) 0.175 (2) 0.023 (2) 3
InsnLRALLAL 51.344 (5) 0.104 (3) 0.018 (5) 3
JarinvesanntunsAny iy 67.009 (4) 0.054 (5) 0.020 (4) 3
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sULUUNSARUARLEeN

NPT 5 Arwduenmudwureuaziviaie ImUﬂmzéj’?%’aiﬁfmmmmﬁmnmﬁmﬁﬂqqqmaaLLGiazﬁ
wadamsdnidonaudnuas Jeasuliintadefiinnud ey 3 Suduusn 1éud Sufufl 1 siavdngasvieansin

iden Tnedanudunduddui 1 vnwaliansmanaiflraunisuazannuainug suduil 2 aensdewd lng

'
v o a

finrudundudidud 1 nmedansmenduussansanduiug woedudui 3 wdin1sAnwuiu Tnefinrudundu
dduil 2 mnmadiansmaraileauand wadanismeannuanad was nadansmerdulssansandusius
pudiy Fawan1sidedululufiamadiondu S wozatay (2563) wag SAiu wagaains (2564) wuitladeil
dmasiensdnduladndnwirendeidenauivilusedudsyaes tud avdniiden wavaiensSeudy
ileshegudnuazlisnnuliesuazenavinlinisaauuuiiaemeinsalivssandamei anefiteddild

LY

AnRuanYy WA uag JULUUNMsAeUAndaniiwsiagdla deuhlesnuuuuazassuuuiasanensel

2. nan1aUieuiisulszansamnsInuundoya

asunaSeudisudsednsaimnisiuundeyanisinatiadulddnduls wadauidvug madadigy
weatlansanneeladadin wedansifowiynnid wazmeatanisinm lneauegideliinisussdiunaUssdnsam
vasluiaa Tagldvihnsiisudisuivyadeyaneunsuivaugateyauasndsnsusvaunadoyasisisnisduiiia

megstayanguies (SMOTE) (915197 6
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M5 6 WiueunsuseliunadsEavsnnusazlunaneunisusuaunateya

Model Accuracy Recall Precision F-Measure
suldidndula 68.26% 57.58% 64.46% 60.83%
Udu 71.45% 64.36% 68.28% 66.26%
nIREuiyansd 64.81% 65.81% 64.26% 65.03%
waviug 65.60% 96.60% 66.30% 78.63%
nsannaeladann 71.05% 63.13% 68.01% 65.48%
A5 73.44% 64.21% 73.57% 68.57%

a a a '

1913797 6 lanaiifuszaninmuasarmnugnses (Accuracy) geganaumsusvaugateyadenisly
wedanisivin Tasifldmnugndesiifesas 73.44% Fsmansitodululufiemadieontu 3nuazans (2558)
way Ufiway (2561) AnuinnisldimadianisiFeuiuuusiungs (Ensemble Learning) Me3snislwin sl
gndeagegandinisliuudiaesmafouiuvuidadion daumeialigu madanisannesladadin nadaduls
daduls adaunduiug wazmadainsifeuiyanid fidanugniesiifesas 71.45% 71.05% 68.26% 65.60%

64.81% AUAIAU

M5 7 Wisuieunsuszliunaussavsnmusazlumandsnisusuannateya

Model Accuracy Recall Precision F-Measure
fuldidndula 67.47% 67.47% 67.81% 67.64%
Udu 70.81% 70.81% 71.00% 70.90%
nSFgwiyYanId 66.77% 66.77% 67.95% 67.35%
wdLug 63.03% 63.03% 63.08% 63.05%
nsanneeladann 65.66% 65.66% 65.66% 65.66%
A5 69.09% 63.03% 69.32% 66.03%

a a ' [

NNA13e7 7 TeafiduszaniamuazAianugneas (Accuracy) geaanasnisuivaunateyafonisly
wadaUgu lneddranugneesniosas 70.81% wavinaianisivn wedadulddedula walawadansdeun
yarisd inallamsanneeladadn uazimaliaundiug drnnugndesniosas 69.09% 67.47% 66.77% 65.66%

63.03% ANUAIAU

M5 8 WigueumanugnasineunsUuainateyalarnainsUTuaunateya

Accuracy
Model
Original Data Set SMOTE Data Set
suldanaule 68.26% 67.47%
UG 71.45% 70.81%
NS wiyYanId 64.81% 66.77%
wdvue 65.60% 63.03%
Asamnaeladafn 71.05% 65.66%

A5l 73.44% 69.09%
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