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บทคัดย่อ 
การตรวจจับการสวมหน้ากากอนามัยโดยเทคนิคการส่งถ่ายความรู้มีวัตถุประสงค์เพื ่อสร้างโมเดลการตรวจจับ  

การสวมหน้ากากอนามัยโดยเทคนิคการส่งถ่ายความรู้ และเปรียบเทียบประสิทธิภาพโมเดลการส่งถ่ายความรู้ เครื่องมือที่ใช้ 
ภาษาไพรธอนร่วมกับไลบรารี Keras ส าหรับสร้างแบบจ าลองโมเดลการเรียนรู ้เชิงลึก และไลบรารี Open CV ส าหรับ 
การประมวลผลภาพ กลุ่มตัวอย่างข้อมูลใบหน้าสวมใส่หน้ากากและไม่สวมใส่หน้ากากอนามัยใช้ดาต้าเซตจากเว็บไซต์ kaggle 
โดยแต่ละภาพมีขนาด 150 x 150 พิกเซล จ านวน 3,833 ภาพ แบ่งเป็นภาพใบหน้าสวมใส่หน้ากาก จ านวน 1,915 ภาพ และ
ภาพใบหน้าไม่สวมใส่หน้ากาก จ านวน 1,918 ภาพ วิธ ีการด าเนินการแบ่งออก 3 ขั้นตอน ได้แก่ การเตรียมข้อมูล  
การสร้างแบบจ าลอง การวัดประสิทธิภาพโดยใช้ค่าความถูกต้อง ( accuracy) และค่าความผิดพลาด (loss) โดยการ
เปรียบเทียบโมเดลแบบจ าลอง 3 แบบ ได้แก่ VGG16  Inceptionresnetv2 และ ResNet152V2 จากการทดลองแสดงให้เหน็
ว่าโมเดลแบบจ าลอง ResNet152V2 มีค่าความถูกต้องมากที่สุด 98% และค่า Loss 0.08% 
 

ABSTRACT 
The face mask detection using transfer learning technique aims to create model for the face mask 

detection using transfer learning technique and compare the efficiency the models.  The tools used are 
Python language with Keras and Open CV libraries for image processing. The dataset was downloaded from 
kaggle website, which contained 3,833 images of 150 x 150 pixels image resolution. The images were divided 
into 1,915 images of faces masks and 1,918 images of faces without masks.  The methodology was divided 
into 3 steps: 1. Data preparation, 2. model generation, and 3. Efficiency evaluation of the 3 models including 
VGG16, Inceptionresnetv2, and ResNet152V2, using accuracy and loss assessment. The experimental results 
show that the ResNet152V2 model had the highest accuracy of 98% and the loss of 0.08%. 
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บทน า 
การระบาดของเชื้อไวรัสโควิด-19 เริ่มระบาดในปี พ.ศ. 2562 และแพร่ระบาดไปท่ัวโลก และเชื้อไวรัสมีความรุนแรง

ต่อระบบทางเดินหายใจส่งผลให้มีจ านวนผู้เสียชีวิตเป็นจ านวนมาก ส่งผลกระทบต่อสุขภาพ สังคม และเศรษฐกิจของโลก  
รวมไปถึงการใช้ชีวิตประจ าวัน เช่น การเดินทางไปท างาน การท่องเที่ยว เป็นต้น ต้องมีการป้องกันตัวเองเพื่อไม่ให้เสี่ยงต่อการ
ติดเชื ้อไวรัสโควิด-19 โดยวิธีการสวมใส่หน้ากากอนามัย ส าหรับสถานการณ์การระบาดและการติดเชื ้อไวรัสโควิด -19  
ในประเทศไทย กระทรวงสาธารณสุขได้ก าหนดมาตรการเพื่อลดการแพร่ระบาดของเชื้อไวรัสโควิด-19 แต่อย่างไรก็ตามการ
ควบคุมการแพร่ระบาดของไวรัสโควิด-19 ไม่สามารถควบคุมการแพร่ระบาดได้ ส่งผลให้เกิดการแพร่ระบาดไปยังจังหวัดต่างๆ 
จังหวัดกาฬสินธุ์เป็นจังหวัดหนึ่งที่มีการติดเชื้อไวรัสโควิด-19 และเฝ้าระวังติดตามผู้ที่เดินทางกลับมาจากประเทศหรือพื้นที่
กลุ่มเสี่ยงที่มีการระบาดของเชื้อไวรัสโควิด-19 โดยความร่วมมือทั้งจากฝ่ายปกครอง สาธารณสุข ก านัน ผู้ใหญ่บ้าน และ
อาสาสมัคร (อสม.) เฝ้าระวังในพื้นที่อย่างใกล้ชิดและต่อเนื่อง ซึ่งจังหวัดกาฬสินธุ์ได้จัดอยู่ในเขตพื้นที่ควบคุมสูง ท าให้ส่งผล
กระทบต่อภาคธุรกิจ สถานที่ท่องเที่ยว โรงเรียนและมหาวิทยาลัยที่ก าลังเปิดภาคเรียน ส่งผลให้ไม่สามารถไปซื้อสินค้า  
ไปท่องเที่ยว และไปเรียนได้ เนื่องจากการติดเช้ือไวรัสโควิด-19 (กรมควบคุมโรค, 2565) 

วิธีป้องกันการติดเชื ้อ และการลดโอกาสติดเชื ้อไวรัสโควิด -19 วิธีที ่ง ่ายและสะดวกที ่ส ุดได้แก่  การสวมใส่ 
หน้ากากอนามัย เมื่อมีการสวมใส่หน้ากากอนามัยท าให้ระบบตรวจสอบบุคคลท าได้ยาก  เนื่องจากใบหน้าถูกบดบังด้วย
หน้ากากอนามัย ซึ่งท าให้เป็นช่องทางให้กลุ่มมิจฉาชีพอาศัยการสวมใส่หน้ากากอนามัยในการลงมือกระท าความผิด เพราะการ
จดจ าใบหน้าท าได้ยาก ผู้ที่พบเห็นคนร้ายไม่สามารถระบุบตัวบุคคลได้ การแก้ไขปัญหาดังกล่าวสามารถน าวิธีการทางด้านการ
ประมวลผลภาพมาใช้ในการวิเคราะห์ใบหน้าบุคคลเพื่อระบุตัวบุคคล ซึ่งมีหลายวิ ธี เช่น เทคนิคการเรียนรู้เชิงลึก (deep 
learning) ซึ่งเป็นการใช้โมเดลเชิงลึก (deep neural network) โดยคณะผู้วิจัยได้ใช้วิธีการแก้ไขปัญหาด้วยการตรวจจับการ
สวมหน้ากากอนามัยโดยเทคนิคการส่งถ่ายความรู้ เทคนิคการส่งถ่ายความรู้เป็นเทคนิคที่ใช้ความรู้ที่ได้จากโมเดลที่เรียนรู้ไว้ใน
การเรียนรู้ในโมเดลใหม่ช่วยให้โมเดลใหม่สามารถเรียนรู้ภายในเวลาน้อยกว่าโดยไม่ตอ้งเรียนรู้จากข้อมูลทั้งหมดใหม่ ดังนั้นการ
เรียนรู้เพื่อสร้างโมเดลใหม่จะท าได้รวดเร็วข้ึน (Chellapandi et al., 2021; Rajan and Noumida, 2021) 
 

ทฤษฎีและงานวิจัยท่ีเกี่ยวข้อง 

1. การประมวลผลภาพ (Image Processing)  
การประมวลผลภาพเกิดขึ ้นครั ้งแรกในปี ค.ศ. 1964  ที่ห้องแลป Jet propulsion รัฐแคลิฟอร์เนีย ประเทศ

สหรัฐอเมริกา โดยงานชิ้นแรกคือการพิจารณาภาพถ่ายดาวเทียมของดวงจันทร์ ซึ่งได้มาจากดาวเทียม Ranger 7 ดังรูปที่ 1 
หลังจากนั้นมีการจัดตั้งสาขาทางวิทยาศาสตร์ ชื่อการประมวลผลภาพ หรือ Digital image processing ท าให้งานด้านการ
ประมวลผลภาพเป็นที่น่าสนใจเป็นอย่างมาก และมีการน าไปประยุกต์ใช้กับงานในหลายๆ ด้าน เช่น การสื่อสารทางโทรทัศน์ 
ทางด้านการพิมพ์ภาพ การแพทย์ และงานด้านวิทยาศาสตร์ (Gonzalez and Woods, 2006) 

 

 
 

รูปที่ 1 ภาพถ่ายดาวเทียมของดวงจันทร์จากดาวเทยีม Ranger 7 ท่ีมา: Gonzalez และ Woods (2006) 
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ชนิดของภาพ แบ่งออกได้เป็น 3 ประเภท ดังนี้  
1.1 ภาพขาวด า (Binary image) ภาพขาวด าเป็นภาพท่ีใช้เนื้อท่ีเพียง 1 บิต ต่อหนึ่งพิกเซล และเป็นภาพที่ได้รับการ 

Quantised ค่าเป็นสองค่า ซึ่งจะแทนค่าเป็น 0 (สีด า) และ 1 (สีขาว) ภาพขาวด ามีการใช้ในงานจ านวนมากเนื่องจากง่าย  
ต่อการด าเนินการ (Owens, 2022) 

1.2 ภาพระดับสีเทา (Grayscale image) เป็นภาพเฉดสีเทา จะถูกเก็บเป็นจ านวนเต็ม 8 บิต เก็บค่าระดับสีเทา
ตั้งแต่ 0 ถึง 255 เฉดสี (0 คือระดับเข้ม 255 คือระดับความสว่าง) ภาพระดับสีเทาเป็นภาพที่เพียงพอส าหรับงานการ
ประมวลผลภาพ และไม่มีความซับซ้อน 

1.3 ภาพสี (Color image) สีเป็นคุณลักษณะที่ใช้อธิบายวัตถุได้ดี หรือใช้ในการแบ่งกลุ่มวัตถุ ซึ่งระบบสีที่มีการ  
ใช้งานด้านการประมวลผลภาพ ได้แก่ ระบบสี RGB (R คือ สีแดง G คือ สีเขียว B คือ สีน ้าเงิน) แต่การรับรู้สี RGB ไม่คงที่ต่อ
การเปลี่ยนแปลงของสภาพแสง ระบบสี HSV เป็นระบบสีที่มีรูปแบบเป็นเอกลักษณ์ ประกอบด้วย 3 องค์ประกอบ ได้แก่  
H (Hue) คือค่าของเนื้อ ค่าสีจะอยู่ระหว่าง 0 - 255 ซึ่งถ้า Hue มีค่าเท่ากับ 0 จะแทนด้วยสีแดง และเมื่อ Hue มีค่ามากขึ้น
เรื่อยๆ สีจะเปลี่ยนแปลงไปตามสเปกตรัมของสีจนถึงค่า 255 จะกลับมาเป็นสีแดงอีกครั้ง ซึ่งสามารถแทนด้วยองศาได้ดังนี้  
สีแดง 0 องศา สีเขียว 120 องศา และสีน ้าเงิน 240 องศา Saturation คือค่าความบริสุทธิ์ของสี ซึ่งถ้า Saturation มีค่า
เท่ากับ 0 แล้วสีที่ได้จะไม่มี Hue ซึ่งจะได้สีออกมาเป็นสีขาวล้วน ถ้าค่าเท่ากับ 255 แสดงว่าไม่มีแสงสีขาวผสมอยู่เลย Value 
คือความสว่างของสี ซึ่งสามารถวัดได้โดยค่าความเข้มของความสว่าง (Color, 2022) 

2. การจ าแนกข้อมูล (Image Classification) 
 การจ าแนกรูปภาพเป็นเทคนิคการจัดประเภทภาพโดยใช้โมเดลประสาทเทียม โดยโมเดลจะเรียนรู้จากข้อมูลที่ได้
รับมาและท านายค่าให้กับภาพใหม่ที่ได้รับมา ซึ่งจะมีการใช้ Convolutional Neural Network (CNN) เป็นหลัก โดย CNN 
จะใช้การค านวณหลายครั้งบนภาพโดยใช้เครื่องมือที่เรียกว่า Convolution และ Pooling เพื่อหาคุณลักษณะของภาพ และ
จะต้องปรับปรุงค่าพารามิเตอร์ในโมเดลให้เหมาะสม ด้วยการใช้ข้อมูลฝึกหัด เพื่อให้โมเดลสามารถจัดประเภทภาพได้เป็น  
อย่างถูกต้อง (Akshai and Anitha, 2021) 

3. การส่งถ่ายความรู้ (Transfer Learning) 
 Transfer learning เป็นการใช้ความรู้ที่ได้จากโมเดลที่เรียนรู้ไว้ในการเรียนรู้ในโมเดลใหม่ ซึ่งจะช่วยให้โมเดลใหม่
สามารถเรียนรู้ภายในเวลาน้อยกว่าโดยไม่ต้องเรียนรู้จากข้อมูลใหม่เสมอ ในกรณีที่ต้องการใช้โมเดลประมวลผลภาพในการ
จ าแนกรูปภาพ หากมีโมเดลประสาทเทียมที่เรียนรู้แล้วในการจ าแนกรูปภาพประเภทต่างๆ สามารถใช้ความรู้ของโมเดลนั้นใน
การเรียนรู้ในโมเดลใหม่ โดยไม่ต้องเรียนรู้จากข้อมูลใหม่เสมอ (Chellapandi et al., 2021; Rajan and Noumida, 2021) 
 VGG16 เป็นสถาปัตยกรรมโครงข่ายประสาทเทียมแบบ Convolutional (CNN) ที่พัฒนาโดย Visual Geometry 
Group (VGG) ที่มหาวิทยาลัยอ๊อกซฟอร์ด สถาปัตยกรรมเป็นที่รู ้จักในด้านความเรียบง่ายและการใช้สถาปัตยกรรมที่
สอดคล้องกันในทุกเลเยอร์ซึ่งช่วยให้โมเดลได้รับการฝึกฝนและใช้งานจดจ าภาพได้อย่างง่าย สถาปัตยกรรมของ VGG16 
ประกอบด้วย 16 ชั้น ซึ่งแบ่งออกเป็นสองส่วนหลัก ชั้นคอนโวลูชันและชั้นที่เชื่อมต่ออย่างเต็มที่ เลเยอร์ที่ซับซ้อนมีหน้าที่ใน
การแยกคุณสมบัติจากภาพอินพุตในขณะที่เลเยอร์ที่เชื่อมต่ออย่างสมบูรณ์จะใช้ส าหรับการจ าแนกประเภท (Akshai and 
Anitha, 2021) 
 ResNet152V2 เป็นส่วนหนึ่งของสถาปัตยกรรม ResNet152 ซึ ่งเป็นโครงข่ายประสาทเทียมแบบ Deep 
Convolutional (CNN) ที่ออกแบบมาส าหรับงานการจ าแนกภาพ "V2" ในชื่อระบุว่าเป็นรุ่นที่สองของสถาปัตยกรรม 
ResNet152 (Akshai and Anitha, 2021) 
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ความแตกต่างที่ส าคัญระหว่าง ResNet152V2 และ ResNet152 ดั้งเดิมคือรุ่น V2 ใช้บล็อก Bottleneck ซึ่งลด
จ านวนช่องสัญญาณในเครือข่ายในขณะที่ยังเป็นตัวแทน ช่วยให้เครือข่ายลึกขึ้นด้วยพารามิเตอร์ที่น้อยลง และการค านวณ
น้อยลงท าให้การเรียนรู้และปรับใช้มีประสิทธิภาพมากขึ้น 

ResNet152V2 เป็นเครือข่ายลึก 152 ชั้น ในการคอนโวลูชันและ 2 ชั้นที่เชื่อมต่ออย่างสมบูรณ์ โมเดลนี้ได้รับการ
เรียนรู้เกี่ยวกับชุดข้อมูล Imagenet ซึ่งมีรูปภาพมากกว่า 14 ล้านภาพ และคลาส 1,000 คลาส  (Chellapandi et al., 2021; 
Rajan and Noumida, 2021) 

4. โครงข่ายประสาทเทียมแบบสังวัตนาการ (Convolutional Neural Network: CNN) (Yann et al., 1998) 
 เป็นโครงข่ายประสาทเทียมที่ใช้ในการประมวลผลภาพและตรวจจับวัตถุ เพื่อค้นหาคุณลักษณะและท าซ ้าหลายรอบ
จนกว่าจะได้ความแม่นย าของการคัดแยกคุณลักษณะ โดยพิจารณาจากความสัมพันธ์ของคุณลักษณะกับผลลัพธ์มากที่สุด  
มีวิธีการท างาน ดังนี ้

4.1 Convolutional Layer เป็นช้ันแรกของโครงข่าย จะใช้เครื่องมือหรือตัวแปรที่เรียกว่า ตัวกรอง (Filter) ในการ
ค านวณค่าของภาพตามพื้นที่ท่ีก าหนด ซึ่งจะเป็นการค้นหาคุณลักษณะที่ส าคัญในภาพ 

4.2 ReLU (Rectified Linear Unit) Layer เป็นช้ันท่ีจะท าการแปลงค่าของภาพให้มีค่าเป็น 0 หรือ 1 โดยใช้ฟังก์ชัน
ตรวจสอบค่าต่างๆ ของภาพ 

4.3 Pooling Layer เป็นช้ันท่ีท าการลดขนาดของภาพโดยการเลือกค่าสูงสุดหรือเฉลี่ยของพื้นที่  
 การจ าแนกรูปภาพโดยใช้เทคนิคคอนโวลูชันเป็นวิธีการแยกคุณลักษณะของรูปภาพ (Feature extraction) ใช้การ
ค านวณคอนโวลูชัน ในการจ าแนกรูปภาพ ซึ่งเป็นวิธีการแยกคุณลักษณะของรูปภาพ โดยใช้เทคนิคคอนโวลูชันเป็นวิธีการ
ค านวณ โดยใช้เทคนิคประมวลผลภาพแบบคอนโวลูชัน โครงข่ายจะแยกคุณลักษณะของรูปภาพต่างๆ โดยการตรวจจับ
คุณลักษณะ (Feature detector) เพื ่อเรียกดูคุณลักษณะของรูปภาพในระดับทีละขั้น จากนั้นจะน าคุณลักษณะที่ ได้ไป
ประมวลผลเพื่อเป็นการจ าแนกรูปภาพ 
 

งานวิจัยท่ีเกี่ยวข้อง 
 Akshai และ Anitha (2021) การเกษตรมีบทบาทส าคัญในเศรษฐกิจประเทศอินเดีย การตรวจหาโรคพืชตั้งแต่  
เนิ่นๆ เป็นสิ่งส าคัญมากในการป้องกันการสูญเสยีพืชและการแพร่กระจายของโรคต่อไป พืชส่วนใหญ่ เช่น แอปเปิ้ล มะเขือเทศ 
เชอร์รี ่ องุ่น แสดงอาการของโรคที ่มองเห็นได้ผ่านทางใบ รูปแบบที่มองเห็นได้เหล่านี ้สามารถระบุได้เพื ่อท า นายโรค 
ได้อย่างถูกต้องและด าเนินการตั้งแต่เนิ่นๆ เพื่อป้องกัน วิธีการทั่วไปคือเกษตรกรหรือนักพยาธิวิทยาพืช สังเกตใบพืชด้วยตนเอง
และระบุประเภทของโรค ในงานวิจัยช้ินนี้น าเสนอโมเดลการเรียนรู้เชิงลึกได้รับการฝึกฝนเพื่อจ าแนกโรคพืชต่างๆ แบบจ าลอง
โครงข่ายประสาทเทียมแบบ Convolutional (CNN) ถูกน ามาใช้เนื่องจากความส าเร็จอย่างมากในการจ าแนกประเภท 
ตามภาพ แบบจ าลองการเรียนรู้เชิงลึกให้การคาดการณ์ที่รวดเร็วและแม่นย ากว่าการสังเกตใบพืชด้วยตนเอง ในงานนี้โมเดล 
CNN และแบบจ าลองที่ผ่านการเรียนรู้แบบ Supervised learning ล่วงหน้า เช่น โมเดล VGG  ResNet และ DenseNet 
ได้รับการฝึกฝนโดยใช้ชุดข้อมูล ผลการวิจัยพบว่าโมเดล DenseNet มีความแม่นย าสูงสุด 
 จักรินทร์ (2562) การประยุกต์ใช้เทคนิคการเรียนรู้เชิงลึกส าหรับการรู้จ าพรรณไม้ที่อยู่ในสิ่งแวดล้อมทางธรรมชาติ 
วัตถุประสงค์เพื่อเปรียบเทียบโครงข่ายประสาทเทียมแบบคอนโวลูชันจ านวน 4 โครงสร้าง ประกอบด้วย LeNet-5  AlexNet  
GoogLeNet และ VGGNet ข้อมูลพรรณไม้ที่น ามาใช้ในการทดสอบมีจ านวน 3 ชุดข้อมูล คือ PNE  102 Flower และ Folio 
ส าหรับชุดข้อมูล PNE และ 102 Flower เป็นรูปภาพท่ีอยู่สิ่งแวดล้อมทางธรรมชาติท าให้มีพื้นท่ีพื้นหลังซับซ้อน ส าหรับข้อมูล
ชุด Folio เป็นรูปภาพใบไม้ที่ถ่ายในห้องทดลองโดยก าหนดให้พื้นหลังของภาพเป็นสีขาว ผลการเปรียบเทียบระหว่างโครงข่าย
ประสาทเทียมแบบคอนโวลูชันเชิงลึกโดยใช้โครงสร้าง GoogLeNet และ VGGNet พบว่าโครงสร้างแบบ GoogLeNet มี
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ประสิทธิภาพสูงสุดในชุดข้อมูล PNE และ 102 Flower และยังใช้เวลาในการเรียนรู้ที่เร็วกว่าเมื่อเทียบกับโครงสร้างแบบ 
VGGNet โดยใช้จ านวนรอบในการเรียนรู้ 10,000 รอบ แต่ทั ้งนี ้โครงสร้างแบบ VGGNet มีอัตราความถูกต้องสูงที่สุด 
ในชุดข้อมูล Folio ซึ่งเป็นรูปภาพที่ถ่ายในห้องทดลองที่มีพื้นหลังสีขาว และใช้จ านวนรอบในการเรียนรู้เพียง 1,000 รอบ  
จึงสรุปได้ว่าหากต้องการจะสร้างโมเดลเพื่อน าไปใช้ในการจ าแนกพรรณไม้ที่อยู่ในสิ่งแวดล้อมทางธรรมชาติ  ควรใช้โครงสร้าง
แบบ GoogLeNet 
 นพรุจ และณัฐวุฒิ (2563) การประมวลผลส าหรับการจ าแนกคุณภาพมะม่วงพันธุ์โชคอนันต์โดยการจ าลองการ
มองเห็นของมนุษย์ด้วยวิธีการเรียนรู้เชิงลึก โดยด าเนินการเก็บรวบรวมข้อมูลภาพถ่ายมะม่วงพันธุ์โชคอนันต์และเก็บข้อมูลการ
จ าแนกคุณภาพก าหนดระดับคุณภาพออกเป็น 4 ระดับ ประกอบด้วยคุณภาพระดับเกรด A  คุณภาพระดับเกรด B  คุณภาพ
ระดับเกรด C และคุณภาพระดับเกรด D คือมะม่วงเน่า ผลของการวิจัยแสดงให้เห็นว่าการใช้วิธีการเรียนรู ้เชิงลึกด้วย
อัลกอริทึมโครงข่ายประสาทเทียมแบบสังวัตนาการ (Convolutional Neural Network: CNN) ในการประมวลผลภาพเพื่อ
สร้างแบบจ าลองแสดงค่าความแม่นย าสูงสุดคือ 99.79% จากนั้นน าแบบจ าลองพัฒนาเป็นระบบต้นแบบส าหรับจ าแนก
คุณภาพมะม่วงพันธุ์โชคอนันต์พบว่าอัตราความส าเร็จในการจ าแนกคือ 100% 
 วีระยุทธ และคณะ (2564) การจ าแนกความสุกของกล้วยฉาบด้วยเทคนิคการประมวลผลภาพ โดยมีวัตถุประสงค์
เพื่อน าเสนอวิธีการจ าแนกสีกล้วยฉาบจากภาพถ่าย โดยวิเคราะห์จากคุณลักษณะของสี ได้แก่ แบบจ าลอง RGB และ HSV ซึ่ง
เป็นประโยชน์อย่างมากส าหรับเครื่องทอดกล้วยกึ่งอัตโนมัติ  ที่ขาดการน าระบบอัตโนมัติเข้าไปใช้ในการจ าแนกชนิดของสี  
กล้วยฉาบ ผลงานวิจัยพบว่า ความถูกต้องในการตรวจจับสี 86.27% ค่าความครบถ้วน (recal) 83.06% และค่าความแม่นย า 
(precision) 84.06% และทดสอบประสิทธิภาพการจ าแนกสีกล้วยฉาบโดยใช้เทคนิคการประมวลผลภาพ 
 Chellapandi et al. (2021) ปัญญาประดิษฐ์ได้รับการพิสูจน์แล้วว่าเป็นประโยชน์อย่างมากในเกือบทุกภาคส่วน
ของอุตสาหกรรม ในช่วงไม่กี่ครั้งที่ผ่านมาความต้องการอาหารเพิ่มขึ้นในขณะที่อุปทานยังขาดอยู่ เพื่อตอบสนองความต้องการ
ที่เพ่ิมขึ้นเหล่านี้ การป้องกันและตรวจหาโรคพืชในระยะเริ่มต้นเป็นมาตรการบางอย่างที่ต้องปลูกฝังในการท าฟาร์มเกษตรเพื่อ
ดูแลพืชในระยะแรกและจะช่วยลดการสูญเสียโดยรวม ในงานวิจัยนี้ผู้วิจัยได้ใช้แบบจ าลองการเรียนรู้เชิงลึกและถ่ายทอด
แบบจ าลองตามการเรียนรู้ เพื่อจ าแนกภาพใบพืชที่เป็นโรคออกเป็นโรคพืชจ านวน 38 ประเภท และใช้ Transfer learning 
ทั้งหมด 8 โมเดล ที่ผ่านการฝึกอบรมแล้ว ได้แก่ VGG16  VGG19  ResNet50  InceptionV3  InceptionResnetV2  
MobileNet  MobileNetV2 และ DenseNet along ด้วยแบบจ าลองที ่สร้างขึ ้นเองแบบเดียวถูกน ามาใช้ในการศึ กษา 
งานวิจัยนี้พบว่า DenseNet ให้ผลลัพธ์ที่ดีท่ีสุดในข้อมูลการทดสอบด้วยความแม่นย า 99%  
 Rajan และ Noumida (2021) ภารกิจในการระบุนกหลายสายพันธุ์จากการบันทึกเสียง วิธีการที่เสนอใช้หนึ่งใน
เครือข่ายประสาทเทียม Deep Convolutional ที่ได้เรียนรู้แบบ Supervised learning มาล่วงหน้า (DCNN) แบบจ าลอง 
VGG-16 เพื่อเรียนรู้การเปล่งเสียงของนกผ่านการวิเคราะห์ Sliding window บน Melspectrogram งานวิจัยได้ใช้กลยุทธ์
การรวมเพื ่อตัดสินใจเกี ่ยวกับไฟล์ทดสอบที ่เอาต์พุต Sigmoid ถูกรวบรวมและท าให้เป็นมาตรฐาน นกที ่มีคะแนน 
ความน่าจะเป็นสูงสุดจะถือว่าเป็นนกที่มีอยู่ในการบันทึกเสียง วิธีการที่เสนอได้รับการประเมินในฐานข้อมูลเสียงนก Xeno-
canto ผู้วิจยัใช้การเรียกนกจาก 10 สายพันธ์ุที่แตกต่างกัน Mel-spectrograms (คุณสมบัติภาพ) ที่สร้างขึ้นจากการเรียกนก
ถูกใช้เป็นอินพุตส าหรับ VGG-16 ประสิทธิภาพยังถูกเปรียบเทียบกับแนวทาง MFCC-DNN ผลการวิจัยได้คะแนน F1 เฉลี่ย 
0.65 และมีประสิทธิภาพดีกว่าแนวทาง MFCC-DNN ที่ใช้  Acoustic cue-based 
 Shrivastava และ Pradhan (2020) ศึกษาวิจยัเรื่องข้าวเป็นอาหารหลักและมีบทบาทส าคัญในการสร้างความมั่นคง 
ทางอาหารทั่วโลก อย่างไรก็ตามโรคหลายชนิดส่งผลกระทบต่อพืชชนิดนี้ซึ่งช่วยลดการผลิตและคุณภาพลงอย่างมาก ดังนั้น
การตรวจหาโรคตั้งแต่เนิ่นๆ จึงเป็นงานท่ีจ าเป็นมากในการป้องกันการแพร่กระจายของโรค ดังนั้น เป็นที่ต้องการอย่างมากใน
การพัฒนาระบบอัตโนมัติซึ ่งจะช่วยให้นักปฐพีวิทยา นักพยาธิวิทยาและแม้แต่เกษตรกร  ในการวินิจฉัยโรคข้าวอย่างมี
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ประสิทธิภาพมากขึ้น และใช้มาตรการป้องกันได้ทันเวลา ในยุคปัจจุบันของปัญญาประดิษฐ์ขั้นสูงมีการส ารวจเทคนิคการ
เรียนรู้ที่หลากหลายส าหรับการจ าแนกโรคพืชข้าว ในเทคนิคการเรียนรู้ของเครื่องต่างๆ การเรียนรู้เชิงลึกถูกน าไปใช้อย่าง
กว้างขวางในโดเมนต่างๆ ของคอมพิวเตอร์วิทัศน์และการวิเคราะห์ภาพ เมื่อเร็วๆ นี ้ประสบความส าเร็จในการให้ความถูกต้อง
ที่มีแนวโน้มและมีศักยภาพสูง อย่างไรก็ตามการฝึกอบรมโมเดลการเรียนรู้เชิงลึกตั้งแต่เริ่มต้นต้องใช้ข้อมูลที่มีป้ายก ากับ  
จ านวนมาก และการรวบรวมข้อมูลที่มีป้ายก ากับขนาดใหญ่นั้นมีต้นทุนสูง กระบวนการที่ล าบากและใช้เวลา การถ่ายโอนการ
เรียนรู ้ของรูปแบบการเรียนรู ้เชิงลึกที่ได้รับการฝึกฝนล่วงหน้าเป็นเทคนิคในการเอาชนะปัญหาดังกล่าว  และได้ส ารวจ
ประสิทธิภาพของโมเดล CNN เชิงลึกที่ได้รับการฝึกฝนมาเป็นอย่างดี เช่น AlexNet  Vgg16  ResNet152V2  InceptionV3  
InceptionResNetV2  Xception  MobileNet  DenseNet169  NasNetMobile และ NasNetLarge ส าหรับการจ าแนก
โรคพืชข้าวตามภาพชุดข้อมูลที่ใช้ในงานวิจัยนี้ประกอบด้วยภาพโรคพืชข้าว จ านวน 1,216 ภาพ และภาพเหล่านี้ถูกรวบรวม
จากพื ้นที่เกษตรกรรมจริงที ่มี  จ านวน 7 คลาส ดังนี้ Rice blast  Bacterial leaf blight  Brown spot  Sheath blight  
Sheath rot  False smut และ Healthy leaves รุ่น Vgg16 ให้ความแม่นย าในการจ าแนกประเภทสูงสุด 93.11% ผลลัพธ์
ของแบบจ าลองสามารถใช้เป็นที่ปรึกษาและเป็นเครื่องมือตรวจจับเบื้องต้นในโดเมนการเกษตรจริง 
 

วิธีการด าเนินการวิจัย 

1. การเตรียมข้อมูล 

 งานวิจัยได้ด าเนินการเก็บรวบรวมข้อมูลใบหน้าสวมใส่หน้ากากและไม่ สวมใส่หน้ากากอนามัยใช้ดาต้าเซตจาก
เว็บไซต์ https://www.kaggle.com/datasets/aneerbanchakraborty/face-mask-detection-data โดยแต่ละภาพจะมี
ขนาด 150 x 150 พิกเซล จ านวน 3,833 ภาพ แบ่งเป็นภาพใบหน้าสวมใส่หน้ากาก จ านวน 1,915 ภาพ และภาพใบหนา้ไม่
สวมใส่หน้ากาก จ านวน 1,918 ภาพ จากน้ันได้ท าการประมวลผลภาพแล้วท าการติดฉลากจ าแนกประเภท โดยใช้งานไลบรารี 
Open CV2 ปรับขนาดรูปภาพแล้วด าเนินการแปลงรูปภาพเป็นสี RGB 3 ช่องสัญญาณและจัดเก็บข้อมูลในรูปแบบ Matrix  
ดังรูปที่ 2 และรูปที่ 3 
 

 
 

รูปที่ 2 ภาพใบหน้าสวมใสห่น้ากาก 
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รูปที่ 3 ภาพใบหน้าไมส่วมใส่หน้ากาก 
 

2. การสร้างแบบจ าลอง 

 งานวิจัยนี้ใช้โครงข่าย CNN และใช้ภาษา Python ส าหรับเรียกใช้ไลบรารี Tensor Flow และ Keras โดยได้
เปรียบเทียบการใช้งานการส่งถ่ายความรู้จาก ImageNet และมีขั้นตอนการท างาน 2 ขั้น คือ ขั้นตอนการเรียนรู้ (Train) เพื่อ
สร้างแบบจ าลอง และขั้นตอนของการทดสอบ (Test) แบบจ าลองโดยใช้ชุดข้อมูลรูปภาพใบหน้าคนสวมใสห่น้ากากและใบหนา้
ไม่สวมใส่หน้ากากอนามัย รวม 3,831 ภาพ แบ่งข้อมูลเป็น 80 : 20 ส าหรับใช้ในการเรียนรู้ (Training) จ านวน 2,998 ภาพ 
ส าหรับใช้ทดสอบ (Testing) จ านวน 833 ภาพ โดยงานวิจัยนี้ได้ฝึกสอนจ านวน 20 รอบ จากนั้นทดสอบความถูกต้องของการ
จ าแนกโดยมีการเปรียบเทียบโมเดลการส่งถ่ายความรู้จาก ImageNet 3 โมเดล ได้แก่ Vgg16  Inceptionresnetv2 และ  
ResNet152V2 ซึ่งงานวิจัยนี้ได้น าเสนอโมเดลที่ให้ผลลัพธ์ดีที่สุดคือ ResNet152V2 ดังรูปที่ 4 
 

 
รูปที่ 4 การสร้างแบบจ าลองโดย ResNet152V2 

 

3. การวัดประสิทธิภาพ 

 การวัดประสิทธิภาพแบบจ าลองใช้ค่า Accuracy เป็นตัววัดปรมิาณของข้อมูลที่ถูกต้องต่อจ านวนข้อมูลทั้งหมด  
ดังสมการที่ 1  

Accuracy =  
(TP+TN)

(TP+TN+FP+FN)
      (1) 

 

โดยที่  TP คือ ค่าที่พยากรณ์ถูกต้องเชิงบวก 
 TN คือ ค่าที่พยากรณ์ถูกต้องเชิงลบ 
       FP คือ ค่าที่พยากรณ์ผดิพลาดเชิงบวก 
        FN คือ ค่าที่พยากรณ์ผิดพลาดเชิงลบ 
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ผลการวิจัยและวิจารณ์ผล 
1. การศึกษาและรวบรวมข้อมูล 

 งานวิจัยนี้ได้ศึกษาและรวบรวมข้อมูลใบหน้าคนสวมหน้ากาก และไม่สวมหน้ากากอนามัยโดยใช้เทคนิคการ
ประมวลผลภาพแลว้ท าการติดฉลากจ าแนกประเภท โดยผู้วิจัยได้ใช้งานไลบรารี Open CV2 ปรับขนาดรูปภาพแล้วด าเนินการ
แปลงรูปภาพเป็นสี RGB และจัดเก็บข้อมูลในรูปแบบ Matrix  และก าหนดให้ภาพมีขนาด 150 x 150 พิกเซล จ านวน 3,833 
ภาพ แบ่งเป็นภาพใบหน้าสวมใส่หน้ากาก จ านวน 1,915 ภาพ และภาพใบหน้าไม่สวมใส่หน้ากาก จ านวน 1,918 ภาพ  

2. ผลการเปรียบเทียบประสิทธิภาพโมเดลส่งถ่ายความรู้ 
 ผลการเปรียบเทียบประสิทธิภาพโมเดลส่งถ่ายความรู้ ทั้ง 3 โมเดล ผู้วิจัยได้ท าการเรียนรู้จ านวน 20 รอบ พบว่า 

โมเดล Vgg16 ให้ผลลัพธ์ค่าความถูกต้อง 96% และได้ค่า Loss 0.07% และโมเดล Inceptionresnetv2 ให้ผลลัพธ์ค่า 

ความถูกต้อง 97% และได้ค่า Loss 0.08% และพบว่าโมเดล ResNet152V2 มีค่าความถูกต้องมากที่สุด 98% และค่า Loss 

0.08% ดังตารางที่ 1 และแสดงโครงสร้างสถาปัตยกรรมของ ResNet152V2 ดังรูปที่ 4 กราฟแสดงผลค่าผิดพลาด (Loss)  

ที่เกิดจากการสร้างแบบจ าลอง ResNet152V2 ดังรูปที่ 7 
 

ตารางที่ 1 ประสิทธิภาพของโมเดลส่งถ่ายความรู ้
Deep Transfer Learning จ านวน Epoch Loss (%) Accuracy (%) 

Vgg16 20 0.07 96 
Inceptionresnetv2 20 0.08 97 

ResNet152V2 20 0.08 98 
 

 
รูปที่ 7 แสดงผลการวัดคา่ Loss ของแบบจ าลองโมเดล ResNet152V2 

 

3. การน าแบบจ าลองไปใช้งาน 

 จากการทดสอบแบบจ าลองโมเดลการส่งถ่ายความรู้จาก ImageNet 3 โมเดล ได้แก่ Vgg16  Inceptionresnetv2 

และ ResNet152V2 ซึ่งงานวิจัยนี้ได้น าเสนอโมเดลที่ ให้ผลลัพธ์ดีที ่สุดคือ ResNet152V2 โดยใช้ภาษา Python เรียกใช้

ไลบรารีจาก Tensorflow และ Keras จากนั ้นได้น าโมเดลแบบจ าลองไปทดสอบกับชุดข้อมูลทดสอบภาพคนไม่ สวม 

หน้ากากอนามัย จ านวน 833 ภาพ และพบว่าโมเดล ResNet152V2 มีค่าความถูกต้องมากที ่ส ุด 98% และค่า Loss  

0.08% ดังตารางที่ 1 
 

 

 

 



งานวิจัย วารสารวิทยาศาสตร์ มข. ปีที่ 51 เล่มที่ 2 111 
 

 

อภิปรายผล 
 งานวิจัยนี้ได้ท าการเตรียมข้อมูลเรียนรู้และชุดข้อมูลทดสอบโดยใช้เทคนิคการประมวลผลภาพแล้วท าการติดฉลาก
จ าแนกประเภท โดยผู้วิจัยได้ใช้งานไลบรารี Open CV2 ปรับขนาดรูปภาพแล้วด าเนินการแปลงรูปภาพเป็นสี RGB จ านวน 
3,833 ภาพ แบ่งเป็นภาพใบหน้าสวมใส่หน้ากาก จ านวน 1,915 ภาพ และภาพใบหน้าไม่สวมใส่หน้ากาก จ านวน 1,918 ภาพ 

ผู้วิจัยได้ทดลองเปรียบเทียบประสิทธิภาพโมเดลส่งถ่ายความรู้ทั้ง 3 โมเดล ผู้วิจัยได้ท าการเรียนรู้จ านวน 20 รอบ 
พบว่า โมเดล Vgg16 ให้ผลลัพธ์ค่าความถูกต้อง 96% และได้ค่า Loss 0.07% และโมเดล Inceptionresnetv2 ให้ผลลัพธ์ค่า
ความถูกต้อง 97% และได้ค่า Loss 0.08% และพบว่าโมเดล ResNet152V2 มีค่าความถูกต้องมากที่สุด 98% และค่า Loss 
0.08% ดังตารางที่ 1 
  จากผลการทดลองในงานวิจัยครั้งนี้ผู้วิจัยได้ใช้ โครงข่ายประสาทเทียมส่งถ่ายความรู้ เป็นการใช้ความรู้ที่ได้จาก
โมเดลที่เรียนรู้ไว้ในการเรียนรู้ในโมเดลใหม่ ซึ่งจะช่วยให้สามารถเรียนรู้ภายในเวลาน้อยกว่าโดยไม่ต้องเรียนรู้จากข้อมูลใหม่
เสมอในกรณีที่ต้องการใช้โมเดลประมวลผลภาพในการจ าแนกรูปภาพ และสามารถน ามาสร้างแบบจ าลองโมเดลเพื่อคัดแยก
และจ าแนกข้อมูล โดยผู้วิจัยได้ด าเนินการเก็บรวบรวมข้อมูลภาพข้อมูลใบหน้าคนสวมหน้ากากและไม่สวมหน้ากากอนามัย  
ดังรูปที่ 2 และรูปที่ 3 จากนั้นได้ใช้เทคนิคการประมวลผลภาพแล้วท าการติดฉลากจ าแนกประเภท โดยผู้วิจัยได้ ใช้ไลบรารี 
Open CV2 ปรับขนาดรูปภาพแล้วด าเนินการแปลงรูปภาพเป็นสี RGB และจัดเก็บข้อมูลในรูปแบบ Matrix เพื่อสะดวกในการ
ประมวลผลภาพ 

จากนั้ นผู้ วิ จั ย ได้ทดลอง เปรี ยบ เที ยบประสิทธิภาพโม เดลส่ งถ่ ายความรู้ ทั้ ง  3 โม เดล  ได้ แก่  Vgg16  
Inceptionresnetv2 และ ResNet152V2 ผ ู ้ว ิจัยได ้ท  าการเร ียนรู้จ  านวน 20 รอบ พบว่าโมเดล ResNet152V2 ม ีค่า 
ความถูกต้องมากที่สุด 98% และค่า Loss 0.08% ดังตารางที่ 1 แสดงให้เห็นถึงประสิทธิภาพของแบบจ าลองโมเดลถ่ายโอน
ความรู้ ResNet152V2 สามารถจ าแนกการสวมหน้ากากอนามัยโดยเทคนิคการส่งถ่ายความรู้ โดยสามารถตรวจจับใบหน้า 
ได้ถูกต้อง 98% 

ข้อเสนอแนะในการวิจัยคร้ังต่อไป 
1) ควรเตรียมข้อมูลเรียนรู้ให้มีความหลากหลายมากยิ่งขึ้น  

 2) ควรมีการเปรียบเทียบแบบจ าลองโมเดลจากหลากหลายโครงข่ายเพื่อให้เห็นประสิทธิภาพของโมเดลมากยิ่งข้ึน 
 3) สามารถน าแบบจ าลองโมเดลไปพัฒนาต่อในด้านการตรวจจับ Mask แบบเรียลไทม์ด้วยอุปกรณ์อินเทอร์เน็ต 
ของสรรพสิ่ง 
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