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Awlnssousiudulausns Keras dmsvasiswvudiaesdunanisisouiidedn uazlausnd Open CV dmiu
maUszaananw ngusiegsleyalunthaulanininuaslialantnineundeldndnanainiules kaggle
Togusaznmdvuna 150 x 150 finwa 371U 3,833 A1n wuaduninlunthaduldntinnin 37wy 1,915 2w wae
Anluntillaaldaninnin $9uu 1,918 A1 35a1sandun1suysesn 3 vumeu laun QREC R RHE
n1safauuIiaes Myinuszdnsamlaeldriainugnies (accuracy) wavaAIAuAnal1n (loss) Inen1s
Wisuigulamawuuiiass 3 wuu i VGG16 Inceptionresnetv2 uag ResNet152V2 9annnsvnaesuansliiidiy

Tlunauuudaes ResNet152v2 dA1Augnsewnniian 98% uaze Loss 0.08%

ABSTRACT

The face mask detection using transfer learning technique aims to create model for the face mask
detection using transfer learning technique and compare the efficiency the models. The tools used are
Python language with Keras and Open CV libraries for image processing. The dataset was downloaded from
kaggle website, which contained 3,833 images of 150 x 150 pixels image resolution. The images were divided
into 1,915 images of faces masks and 1,918 images of faces without masks. The methodology was divided
into 3 steps: 1. Data preparation, 2. model generation, and 3. Efficiency evaluation of the 3 models including
VGG16, Inceptionresnetv2, and ResNet152V2, using accuracy and loss assessment. The experimental results

show that the ResNet152V2 model had the highest accuracy of 98% and the loss of 0.08%.
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naudeaiifinsszuinveadolifalain-19 Tnsanudamdensandisunases avsnsmae fdu gty uas
p1anasiag (oau) WhszdiluiiufiogndlndBauasseiiles Ssdminnduslddnogluumiuiiniugugs silsdaa
nsEMuRonIAgIAY anuiivieniien lsadsuuazuminendedisdadaniafeu dwalilianunsoludedud
TUvieadien warluSeuld Wesnnmsandeldalain-19 (nsuAuAulsA, 2565)

F5dostunsinide uasnisanlonafndeladalain-19 187 dreuazazandanldun nisaauld
wihmneunsle Welinsanuldawinineuievinliszuunsisasuyanasinlsion 1desainlunignuadasiae
wihnneunsly Seilidutemilinguisarinerdenisalavnmneutelunisasionsgyianuia g
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learning) FaifunsléluinaiBsdin (deep neural network) Tneanizgf3dsldliEnsuilvtlamionisnsaduns
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Sauﬁlﬁaa%ﬂﬂuLmaimiasﬁﬂé’i’m%ﬁu (Chellapandi et al., 2021; Rajan and Noumida, 2021)

naufuazauideiiiendes

1. N15UseUIaNanIN (Image Processing)

nsUsznananiminduasasnlud a.e. 1964 fivead Jet propulsion Sguadnesiis Ussine
andgoiin TnsnuduusnAenisiansanamaieniionvesaaduns deldunainauiion Ranger 7 aguil 1
n&rnduiinsdassavimaingmand Sonisuszanananin wie Digital image processing vilsamugunis
Uszsnananmiduiiaulaiduegienn waginsihludszgndldfualumanss fu 1wy nsdeasmsingiem

PNPUNITAUNNIN NTWINNE LALIUAUINGFAIERS (Gonzalez and Woods, 2006)

JUN 1 amdeaniiieuvesniaduniainaniiiien Ranger 7 #11: Gonzalez wag Woods (2006)
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slinvean ulseanldiiu 3 Usviaw el

1.1 ANV 1AN (Binary image) mmmidunmillfiifofiiios 1 On devilsiniga uasfunmilédunis
Quantised Andugasan dsazunuandu 0 @) waz 1 F212) anvnddnisldluausivauaindeeinde
flan15ALuNT (Owens, 2022)

1.2 pmsgaudmn (Grayscale image) Wun1mandinn azgninuidudiwiudy 8 On tiuarszaudom
Faus 0 fa 255 1and (0 Aeszudy 255 Aesedumnuadng awmssauimndunwiliomedmsuaunis

Uszananann wagluiianududou

o =

1.3 a7 (Color image) & Junadnvuzildosuieinglad wieldlunisudnguing Jeszuvdndinig

q

Tdauunisuszanananin laun szuud RGB (R fie dund G A 1987 B A d1U13) win133u3d RGB limsiise

AslAsulUasuaaan Inwas seuud HSV Wussuudndsuwuuduendnual Usenaume 3 aasUsenau tawn

Y

H (Hue) FiaFvaiile A1d9xag5endng 0 - 255 Fe Hue HANYINTU 0 9zunuiieduns waziile Hue dAmnnTu

v
o o] v

Foue Feviounladumuainasuvesdauiiedn 255 avnduunidudundnads Ssaursaunusasoslaasil
Auns 0 e Ao 120 83 wardinTu 240 asa Saturation AeAAIIIUINEEIE Fadn Saturation fie
winiu 0 whAlFazlsifl Hue Faazlddoonududvndu dewindu 255 uansilsifiuasdvnasetias Value
Aornuainwesd ssenunsodaldlneAnnuiduvesnNadng (Color, 2022)

2. m33uundaya (Image Classification)

msduunguamidumadansdavssiannminglilunauszamiion Tnelunaazioudandeyails
Sunuazyinealiiunnlmiflezuin dsagiinisld Convolutional Neural Network (CNN) fuvan Tng CNN
wldmsdunmumaneaiauunmiaeldiadosiiofifendt Convolution way Pooling iftemAnAnymE0INN uaz
dosuiulpimimesluliaalimnzay fonslidoyaiinia telilunaaansodaussianamlsidu
9E99NA84 (Akshai and Anitha, 2021)

3. N13d4a18AN3 (Transfer Learning)

Transfer leamning unsléaufiildanlumaiiouslilumaFeuslulinaln faazdaelilueals)
annsaseuinelunatdesninlaglideassuinndeyalmiiane Tunsdifidesnslilumauszmananivlunis
Swungunm mniluealszamieniidouiudalunissuunguninussansingg aunsaldeuivednnatiily
nsseuslulumalu nglidesseuiandeyalyaiiane (Chellapandi et al., 2021; Rajan and Noumida, 2021)

VGG16 Wuandnenssulaseneyszamiisaiuy Convolutional (CNN) fiwmuilag Visual Geometry

(%

Group (VGG) Muminenaedenavesa aartnenssuiduiisdnlusiuanussuiiswaznisidanndnenssud

Y

aenndosiulunnialwesdsislilunaleunsilindunagldauandinmleetsing anliaenssuves VGG16
Usenoude 16 $u Gautseeniudesdumdn suasuligiuuasduiliousoenaiuil iwesfidudoudindifly
nsuenAuantRnwdunaluvuziawes lidousoosanysalaglddmiunisdiuun Ussian (Akshai and
Anitha, 2021)

ResNet152v2 1 udrunilsvesanidnenssy ResNet152 § udulaseneuszamiiisunuy Deep
Convolutional (CNN) fleonuuusndmivaunissiuunnim "v2" ludeszyinduiuiiaesvesandnenssy

ResNet152 (Akshai and Anitha, 2021)
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ALANANSTIARY 8T8 ResNet152V2 uaw ResNet152 saifufiasu V2 1dugen Bottleneck dsam
Snudesdyaaluaiotislurasiidududuny felinietiedntuiemafineiivosas waznisrun
tovanilinsFeuiuaru uldiussavsammanndy

ResNet152v2 LHun3etnedn 152 4u lumsnouligiuuay 2 Suilidousioogsauysal lueadldsunis
GousiReriuyedeya Imagenet FeilgUninsnnndn 14 &uam wazaata 1,000 aana (Chellapandi et al., 2021;
Rajan and Noumida, 2021)

4. lasevneuseaniieunuudednuinis (Convolutional Neural Network: CNN) (Yann et al., 1998)
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f38msha il

4.1 Convolutional Layer Wuduusnvedlastng axliindesdioviesuusitdondy fanses (Fitter) Tums
FunnuAvesnmLUAfis e Sssdumsfumandnuasiiddeglunm

4.2 ReLU (Rectified Linear Unit) Layer huduiiasvinnsudasavasnmliidndu o vide 1 Tneldilaidu
ATIVADUAIGIE) VBININ

4.3 Pooling Layer ifutuitvinnisanuunvesamilnsmaidendgeanvioindovosiud

nmstuungunnlegldinafinneuligduduiznisuen aadnumugveagdnin (Feature extraction) 19n1s
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nuidefiRentas
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TassngUszamifisuuuy Convolutional (CNN) gaisnlfidesananudisestrsnnlunssiuunyszian
munw wuiiasensBufidednlvinismanisalfinasuasusiugininmsdanalufivfonues Tusuifluea
CNN LLazLLuuﬁwaaﬂﬁmumiﬁaug”u:uu Supervised learning 814111 19U latma VGG ResNet waz DenseNet
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Uszgamifisuuuuasuligtuiednlaglilaseasne GoogleNet kag VGGNet wuilasaas1eiuy GoogleNet i
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Uszansngsgalugadoya PNE waz 102 Flower wazdsldinanlunisiousiifinindeiisuivlasiadiauuy
vGGNet Tnglddruausoulunisifoud 10,000 50U wivailnsead19uuy VGGNet f8nsnnugniasgsiian
Tugedeya Folio Fudugunmitdieluiemaaesiiiiundsdun waglddwusoulunisdoudifies 1,000 sou
Jeaguliimndesnisazailunaitothlulflumsduunnssalifegludsnndeumesssumi anslilasiasis
WUU GoogleNet

UNTI wazalgyal (2563) N15UsELIaNad S UNITTLUNAUNINUEL NN UG YA UALAEN15I1889013
wpsiuveayudiedsnaseusidedn nedilunisinusiusdeyanmaeuziviuglunetuduaziiudeyanis
FuunaunniuaszRuannImeenily 4 5EAU UstnaumenmnImsEaungn A AMAINIZAUNTA B AN
JEAUNTA C warAMNINIZAUNTA D Asusiani navean1sideuandbiiuiinisldiSnisseusidednedqe
daneifulassieUszamifiennuudsinuinis (Convolutional Neural Network: CNN) Tun1suszanananinile
af1uUIIABIANIAIALLLUEqAAD 99.79% nfuhuvuaesiamdussuuduudnusuun
Aaunnuzshsiuglaretuinuidnsanudisalunisduunde 100%

T3vyNT waTAME (2564) NMITIWUNAINANTBINTILRIUAIMATANTITUTENIANANI nedlTngusyasd
Wieiaue¥Bnsiuunandasaruanamde Taslnneianaudnuuzvesd en wuudiaos RGB way HSV &
\Huvsglovdogranndmiuiaiomenndrefadnlud@ fvianisiiszuusalufAdluldlunssuunviavesd
NAILAU NAITENUI ANUYNEBdluN1INTIaTUE 86.27% A1AIUATUNIU (recal) 83.06% WagAAINMLLIUEN
(precision) 84.06% waznagauUszansnimnsinkunanasaivlasldivaiianisuszanananin

Chellapandi et al. (2021) JgyarussAvglasunisiigatiundrindulssleniogrannluiiounnaadiu
UYBIRRENNTTY Iuﬂdaﬂlﬁﬂ%ﬁw'mmwmmﬁaqnﬁaWmLﬁm%ﬂummzﬁqﬂmuﬁwmagj iilemeuauDIANLFBINTT
fifsdumand natlestunaznnamlsafivlussazdududuinmsnmsusesnsiifesugnildlunsvishfunuasiio
auafitluszazusnuazaztisannsgndelnesn Tunuided{idelaliuuuiasinsdoudiiednuazdrenen
wuudaswunsiseus e wunmwluiisiidulsaeenidulsafivduau 38 Usziam uazld Transfer leaming
avae 8 lawna AR1unsAneusuuas Idun VGG16 VGGL9 ResNet50 InceptionV3 InceptionResnetV2
MobileNet MobileNetV2 waz DenseNet along @gf’JEJLLUUﬁfﬂaaﬂﬁﬁ%J’lQ‘lﬁy‘ul@ﬂLLUULﬁEJ?Qﬂﬁ’]&JﬂGﬂuﬂ’]iﬁﬂ‘w”l
NUAinUT DenseNet Tnadnsfinfigalutogamannaeusaarusiug 99%
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A3 0U18UsEAmMIEN Deep Convolutional ﬁlﬁﬁaufwu Supervised learning 11829111 (DCNN) LWUUT1AS
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anunazfugegeaziiolnduuniifoglunisuiindes Bmsiausléfunsussidulugudeyaidosun Xeno-
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grldidudunadmiu VGG-16 UszAvBamisgniusuiiisuiuuuimis MFCC-DNN nams3deldazuuu F1 1ade
0.65 uariiUszavEAMANTIULIMIS MFCC-DNN #lY Acoustic cue-based

Shrivastava wa¢ Pradhan (2020) Anw3deisesirduemnswdnuasiunumddlunisadianutiuag
yagmavialan egndlsfimalsavanssiindwmansenusefiveinifmasannisndnuazaanmasesaunn fay
mimawﬂm&gﬂmlﬁuq Jadumidisndunnnlumstlesfunsunsnsyarevedsa fofu Wuitdesnisetsannly
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1. msfnwuazsausiudoya

mAfedlddnvinarsusudeyalumiauaiumiinn uwagliaumiinineufelasldinaianis
Uszanaranmuawinisinaaindwuntszinn lnegldelaldaulausis Open Cv2 USuruagunmnudisniung
wUasgunmidud RGB uardniiudoyaluzuiuy Matrix wasAmualinmiiawin 150 x 150 finga 911w 3,833
A wusdunnluntinainldntinnin 31w 1,915 an wazanluntinldauldninnin Sauau 1,918 A

2. wansissuiiisuUszansnmlunadeinendnug

amaiUSeuifisulssansnnlunadenioaud s 3 Tuea §38eldhmaseudsiuam 20 seu wut
luina Vegl6 TinadnsaA1mugnedas 96% wagldrn Loss 0.07% wazluina Inceptionresnetv2 THHaGNE A
ANYNFBS 97% wagldiAn Loss 0.08% waznwuiilanaa ResNet152v2 fAAugndeanniian 98% uazen Loss
0.08% fam157197 1 wazuanslassaireanitnenssuves ResNet152v2 fagufl 4 nsmuansnaianain (Loss)

MmAnINNMIas1auUTIaes ResNetl52v2 daguin 7

M1599 1 UsednSamveslumadaneniug

Deep Transfer Learning 377U Epoch Loss (%) Accuracy (%)

Vggl6 20 0.07 96
Inceptionresnetv2 20 0.08 97
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