2.9M8. 1. 50(1) 058-068 (2565) KKU Sci. J. 50(1) 058-068 (2022)

Y Y = 124 1'% v
Gl’)LLUUﬂ’Tﬁﬂ')U’i’JﬁJﬂ’]WI‘lSUIﬂLLUU%JIFI'S\‘]H'S'N@I’JEM&’Laﬂ’]‘U‘U’éJQ?I
An Integration Model on Data Lake for Solving Structured Data Silo

Problems

Y audin A3le? way asnee Sounal’

GGERIGIEE
Sasithorn Suchaiya®’, Somnuk Keretho? and Sorapong Ruanmanee’

L nAYINGINSABU RN DSLAYENSAUNA, AYINYIAIERSLALIAINTSUANENS UMINYIFNYATANERS INYLYALRANNTLAYTA
Jmdinanauns 47000
2A1AIYNIAINTTUABURIADS, AULIFINTTUAEAST UMINGABLNEATAENS BNYUIAUIIYL) NN 10900
*FlnuImINsine, WIeIRBNYASMERS (IMBUVRUINIL) NFIMN 10900

Department of Computer and Information Science, Faculty of Science and Engineering Kasetsart University,
Chalermphrakiat Sakon Nakhon Province Campus, Sakon Nakhon, 47000, Thailand.

Department of Computer Engineering, Faculty of Engineering, Kasetsart University, Bangkok, 10900, Thailand
*Office of Education Administration Kasetsart University, Bangkok, 10900, Thailand

“Corresponding Author, E-mail: ssrithon.s@ku.th

Received: 7 November 2021 | Revised: 25 February 2022 | Accepted: 28 February 2022

unAnga

pilela (Data Silos) utlgmilAndulussdnsisnnsguazionsy osmnesdnsiimaudamiifinig
vhawoeniduvaneine udagsdedimsviauiiueniusgradaiou uiazdednsimulusunsy woundindu ua
nsdafuteyaisdoutu Tnsdimauviviewanivdsudoyasenindrsnuiidessnn wansgvuainnisnseih
aanam Mbidndgmdeyalidenndemislingsiu doyaeriuudiinnuuansieiu V]zﬁaﬁaaﬂa 1A998579 wazd
Armsnedoyaiuansaiy shlmasaudvaulunsihdeyatuldeu suadedliiuumaansaautoyam
Usggnaldiunisuiledgmiaidilela veulvavesnuideaslianuaulaanizaidilalawuuiilaseadie
fnguszasdveseidoiae sonuuuandnsnsameamuteya sudsanisvinumelu nmsldinalulad Hive
way Spark lun1sysannisdeyanislungiaauteyauastigulysunsunagaunIsyinaIuaIEAI®Ia1I HANIS
vhauveslusunsumuisuiisafieenuuvaseazidoansysanmsndlelavungiaauteyaaunsnanaiiy
uanssueatoyauazaulaenndesueadoyald 100% lunsdfideyafinnumunemiloudu uazauisaanai

Tdpurestoyanaaeuld 78.6% nunsiivadey 13 nsel



MUY MIATINYIFENS 1Y, UN 50 LaUN 1 59

ABSTRACT

Data siloes are a major data management challenge in both public and business organizations.
As a result of the organizational structure of work functions into numerous departments, each different
department has distinct responsibilities and tends to create dependent software, applications and data
systems to locally support its individual needs. Similar data are always stored in multiple silos or databases,
and normally their data schema likes names and meanings are different from each other. As a result, users
are perplexed on how to use those data coming from different silos of software applications. This research
applies the data lake concept to solve the data silo problem. The scope of the research focuses on
structured data silos. The objective of this research is to design a data lake architecture and its internal
working framework by using Hive and Spark technologies to integrate data within a data lake and write
functional testing programs in Java Spark. According to the result of testing based on a detailed developed
framework, integrating data silos on data lakes can reduce data heterogeneity and data inconsistencies by
100%, and it was able to reduce the redundancy of the test data by 78.6% from the total of 13 separate

data cases.

Ardney: anlala veeaudeya nsysanmMsteya e1Un e
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INTRODUCTION

Many data silos result in redundant data
and inconsistent data in each silo, which has a
negative influence on the company. Although they
are the same data, the names, structures, and
meanings of the data are frequently different, so
this is called data heterogeneity. As a result, there
are inconsistencies or inaccuracies in the data,
creating confusion about how to use it.

Data silos are a problem that affects not
only structured data, but also semi-structured and
unstructured data, as well as text, photos,
documents, e-mail, and other media data. The data
lake concept was established in 2014 to solve the
data silo problem, and LaPlante & Sharma (LaPlante
and Sharma, 2016) claimed that the data lake is
appropriate for it. This is because it functions
similarly to a data warehouse system (Fang, 2015),

but it is far less expensive, and the speed for which

data is imported into the central is also faster. Due
to the fact that data lakes are a new notion. Using
a data lake has a variety of limits, including data
import. The data that has been imported is raw
data, which has not been edited or transformed. A
data lake is a place where you can store structured,
semi-structured, and unstructured data. Moreover,
the challenge of developing applications to connect
to a data lake and integrating data silos within a data
lake.

This research applied the data lake
concept to solve the data silo problem. The scope
of the research focuses on structured data silos. The
objective of this research is to design a data lake
architecture (Giebler et al, 2021) and its internal
working framework by using Hive and Spark
technologies to integrate data within a data lake

and write functional testing programs in Java Spark.
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The following are the reasons why Hive and
Spark were chosen for this project. Using SQL, the
Apache Hive TM data warehouse software makes it
easier to read, write, and manage big datasets
stored in distributed storage. Data that has
previously been stored can be projected with
structure. Users can connect to Hive using a
command line tool and a JDBC driver. Apache Spark
is a data processing platform that can handle
extremely large datasets quickly.

It's not new to use a data lake to solve a
data silo problem. Traditional methods involved
creating an integrated data silo outside of the data
lake and then storing the integrated data within the
lake. The integration silo process took place in the
data lake for this study, and the results were stored
in a master data table within the lake.

The remainder of the paper is organized as
follows: The ways to solve the data silo problem
and the traditional data lake notion are introduced
in Section Il. In part lll, we suggest a data lake
architecture  and mechanisms for data silo
integration in this architecture, and in section IV, we
explain how the experimental results from the
running program have influenced the design of the
architecture. Section V summarizes the findings and
recommendations derived from the integration of a
structured data silo based on a data lake and using
Hive and Java Spark.

1. The current data silo solution

The data lake concept (Dixon, 2019) was
designed to store and analyze large amounts of
data. The data lake had a centralized data
component. Its architecture was flat (Walker, 2015),
with no deep or hierarchical relationships, and it
was defined as a new concept that had just been

born. Data lakes, according to numerous academics,

could be used to solve data silos in a variety of
formats, including structured, semi-structured, and
unstructured silos.

The concept of using data lakes to break
down data silos is new. The Enterprise Data Lake:
Greater Integration and Deeper Analytics was the
title of this paper in 2014 (Stein and Morrison, 2014).
According to LaPlante and Sharma (LaPlante and
Sharma, 2016), the data lake was excellent for
resolving data silo issues. Because its functions were
similar to a data warehouse system (Fang, 2015), but
it is also significantly less expensive. The speed in
which data was imported into the central was also
increased. The data stored in a data lake is both raw
and object data. A unique identifier is assigned to
each data entity in a data lake. A set of metadata is
available for users to use. Define schemas for on-
demand queries; the data lake is compatible with
SQL and NoSQL languages, as well as Online
Analytical Processing (OLAP) and Online Transaction
Processing (OLTP) (Miloslavskaya and Tolstoy, 2016).
Daniel E. O'Leary published a research paper in the
IEEE Intelligent Systems journal in 2014 on data
integration in data lakes. This research used master
data management (MDM) and other procedures
such as data governance, meta-data, and the ability
to merge data from several silos. Furthermore,
Daniel stated that data lakes were similar to data
warehouses in terms of functionality, and he
presented a detailed comparison chart between
them. In the same year, Brian Stein and Alan
Morrison (Stein and Morrison, 2014) published a
in the electronic

journal  Technology

paper
Forecast: Rethinking Integration that supported the
idea that data lakes were suited to breaking down
data silos. In 2015, Huang Fang (Fang, 2015) referred

to the concept of data lake could be used to tackle
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data silo issues, comparing it to a data warehouse
and claiming that data lake was considerably less
expensive. Furthermore, the data lake was easier
than data warehouse to import data to central. Bill
Inmon (Inmon, 2016) proposed in 2016 that using
an integration mapping approach, it would be able
to integrate data silos within a data lake. However,
this method could create difficulties. Because a
data lake contains a massive amount of data, both
usable and garbage data. When users needed data,
it took them longer to find (swim), grasp, and match
it.

In 2018, Pwint and his colleagues (Khine
and Wang, 2018) advocated using a data lake to
break down data silos. The difficulty of obtaining
data from various sources and dealing with data
that was always changing (transactional data).
Moreover, working with SQL in a data lake poses
challenges such as data searching (swamp) and
database manipulation (CRUD: Create, Read,
Update, Delete).

Jayesh Patel (Patel, 2019) stated in 2019
that the data lake concept could be used to
eliminate data silos, and that this approach could
be implemented within a data lake. Following that,
he outlined five steps for integrating data in a data
lake:1) data discovery 2) data extraction3) data
export 4) data loading and 5) data processing were
the next steps. He described data integration within

a data lake as a difficult task.

RESEARCH AND METHODOLOGY

There are four processes involved in the
research: Designing a data lake architecture is the
first step. The second phase is to create a
mechanism for integrating data from the data lake

and a class diagram for Apache Spark programming;

the third step is to create a program and execute it
according to the designs; and the fourth step is to
record the experiment's results. The test data
consists of 13 silos, which divide the data lake
integration into 13 cases.

1. Data Lake Integration Model and Workflow in
Six Steps

On the data lake, we designed a data
integration framework for structured data. There are
six steps in this structure, all of which are done
within the data lake.

Ingestion is the first step: The data
engineer will import the data from the data silo into
the data lake at this stage. The information
committee that was formed approves the data that
is imported into this data lake. The data that has
been loaded is stored in the staging table.

Step 2: Make an agreement: The list of
data loaded from each silo in the staging table will
be checked by an information committee. If an
issue arises when loading the data, they will notify
the data owner. The owner will then modify the
data before reloading it into the data lake.

Step 3: Data Integration: This is the
process of integrating data in the data lake, and it is
divided into two parts:

3.1 Preparation of Data: Data preparation
entails defining the Master Table's structure, which
is the primary table used to store data from
multiple silos, as well as a group of meta-data
tables that help to combine data, such as those
used to define the meaning of the data, store the
consolidation conditions, and store business key
data.

3.2 Data Harmonization: This is a data
integration method that uses Java Spark and the

Levenshtein distance programming language to
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verify structured data integration within a data lake
based on the conditions specified between the data
silo and the data in the master table. Following the
complete completion of the data integration
process. The data that has been processed will be
saved in the master table.

Step 4: Changed and Conflict
Management: This is used to handle data when
there is a problem with the integration process,
such as when data comes from two (or more)

sources and the system is unable to determine

which is correct. Users will be told which data items
are valid by the information committee. Then go
back to step 1 and repeat the process.

Step 5: Data Publication: Integrating and
publishing data that has been consolidated from
different silos (data in a master table) is the
publication of the data for other systems to use.

Step 6: Monitor: This step involves
double-checking the information to ensure that it is

correct by relying on humans to carry out this task.

Changed and Conflict Management o

Data Lake

Trustable Data o

Monitoring

Data Integration

Data Preparation =% Data Harmonization Data Publication

Data Source Agreement
Application °
] © i
l Silo |
Data Ingestion

Data Source

Application

e —

— —

o B

Master Data

Hive Database

Figure 1. Integration Model on Data Lake

Many silos have been merged into a master
table that was constructed and designed in a data
lake to integrate all data. The data in the master
table is referred to as master data, and it is a reliable
source of information. Organizations or associated
agencies have reference to that information. The

structure of a master table is made up of "key

fields," which are business keys used to identify
data, and also names, meanings, and data values.
We define an integrated case determination as
being possible that is integration of data from 13
silos into the master table. In this research
framework, there are four alternative examples,

totaling 13 cases, as shown in table 1-4.
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Table 1 Data silos able to integration data in master data all fields
Case Conditions
1 Data structure order like master table, data of key fields, number of key fields, meaning and data

value between master table and silo are completely match.

Data structure in-order like master table, but data of key fields, number of key fields, meaning and

data value between master table and silo are completely match.

Name of key fields are differing, but data structure order like master table, data of key fields, amount

of key fields, meaning and data value between master table and silo are completely match

Amount fields of data silos are shorter than master table, but the total number of key fields of data

silos that are complete, and data structure order like master table, data of key fields, number of key
fields, meaning and data value between master table and silo are completely match.

Amount fields of data silos are longer than master table, but the total number of key fields of data

silos that are complete, and data structure order like master table, data of key fields, number of key

fields, meaning and data value between master table and silo are completely match.

The table 1 shown that the result of five cases in group 1 are able to integrate the silo into the master

table.

Table 2 Data silos able to integration data in master data all fields and update some fields in master table

Case

Conditions

6

Data structure order like master table, data of key fields, number of key fields, and meaning between

master table and silo are completely match, but data value mismatch. Program will report problem

to data committee and then update data value in master table.

Data structure order like master table, data of key fields, number of key fields, and meaning between
master table and silo are completely match, but data value mismatch and amount fields of data silos
are shorter than master table (except number of key fields is completely match). Program will report
problem to data committee and then update data value in master table.

Data structure order like master table, data of key fields, number of key fields, and meaning between

master table and silo are completely match, but data value mismatch and amount fields of data silos

are long than master table (except number of key fields is completely match). Program will report

problem to data committee and then update data value in master table.
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Table 3 Data silos able to integration data by adding new record in master data.
Case Conditions
9 Data of key fields are differ, but data structure order like master table, amount of key fields, data
value, and meaning between master table and silo are completely match. Program will report
problem to data committee and then add data of key fields in master table.
10 Data of key fields are differ and amount fields of data silos are shorter than master table, but data

structure order like master table, amount of key fields, data value, and meaning between master
table and silo are completely match. Program will report problem to data committee and then add
new record in master table.

11 Data of key fields are differ and amount fields of data silos are longer than master table, but data
structure order like master table, amount of key fields, data value, and meaning between master
table and silo are completely match. Program will report problem to data committee and then add

new record in master table.

Table 4 Data silos cannot integration data in master data

Case Conditions
12 Data of key fields and amount fields of key are differ, although some data structure order like
master table, some data value, and meaning between master table and silo are match. Program
will report problem which cannot integrate data silos into master table.
13 Data of key fields, amount fields of key, and the meaning of data are differ, although some data

structure order like master table, and some data value between master table and silo are match.

Program will report problem which cannot integrate data silos into master table.

The table 2 shown that the result of three
cases in group 2 are able to integrate the silo into
the master table. If silo fields are shorter or longer
(except number of key fields is completely match),
program will report problem to data committee and
then update data value in master table. The table
3 shown that the result of three cases in group 3
are able to add some record of the silo into the
master table. If data of key fields are differ, but data

structure order like master table, amount of key

fields, data value, and meaning between master
table and silo are completely match.
2. The workflow program of data integration in
the data lake

The system integrates data by loading
metadata at the first stage to explore each data
source and identify which silo is master. Afterward,
the structure of the master data silo will be
validated and identified with the key and meaning

before the next stage.
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In the next stage, the system integrates
data silos into master data by starting analysis
through the data structure of each silo, resulting in

a list of columns, key columns and non-key

* For each data silo

comparison.

3. Coding program to prove the framework
according to procedures

The program code to process data on the
Data Lake was developed by Apache Spark and
Java. Spark is a big data processing technology that
works with HDFS or other data sources like Cloud
Storage, NoSQL, or RDBMS. In this research, the
Spark application will be run over a Hadoop cluster
with  YARN interactively. The data lake in this
research is used as a showcase for data comparison
and integration.

The Driver Program and Spark Context work
together. The Driver Program is an application code
to create a SparkContext object for analyzing and
planning the processing of data into a directed
acyclic eraph, and to proceed and monitor the
processing step-by-step according to the planned

graph.

columns. The master data columns will be
compared to silo data columns one by one to
justify the similarity of string as shown in this

figure 2.

[1] The rule of meaning comparison

The Cluster Manager acts as a dispatcher to
delegate tasks to worker nodes. There are 3 worker
nodes in this research as shown in Figure 7. The
Executor, located within the worker node, is in
charge of running tasks and reporting progress to
SparkContext, including resource consumption,
which is also reported to the Cluster Manager.

In the case of multitasking and parallel
processing, the Cluster Manager makes a decision
on which worker node deserves to run a task based
on its available resources. As a result, the Cluster
Manager can maximize resource utilization
throughout Hadoop properly. The output for each
task will be collected by SparkContext and
combined into a final result, which will be returned
back to the client application.The parallel data
processing in Spark will be stored in RDD format

(RDD-Resilient Distributed DataSet), which may be
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called a DataSet in Java, and also be called a
DataFrame in Python. The RDD is stored

As we mentioned earlier, Spark conducts

the parallel data processing in RDD format as a read-

nly dataset, unable to manipulate the dataset,

insert, delete, or update, which is unsupported. To

overcome data manipulation over RDD, the
researcher uses other techniques to integrate data
with Spark, such as the union () function, to
combine additional data from silos into the master,

as shown in case 4.
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Figure 4. The result of data integration between silo and master.

THE RESULTS OF EXPERMENT

Data integration is the 3rd stage of the
proposed framework. A data lake consists of the
following data tables: A master data table is used
to store combined data. 2) Sematic table, which is
used to define the meaning of fields in the master
table, especially key fields. 3) A report table is used
to log the results of each data integration activity
that is used in the system's operation.

In data integration, three essential ideas are
used: By comparing the matching data, you can

perform 1) meaning mapping, 2) key mapping, and

3) data mapping. As a result of data silos arising from
a variety of sources, they have different data
structures, names, and meanings. We provide the
conditions for integrating the data in Table 1-4. The
application is then developed to work in
accordance with the workflow that has been
established. For program and workflow testing, we
use the following three data sets: Data test set 1
was utilized to validate 13 cases, 13 silos, and 10
data records per silo using simulated student data.
Data test set 2 is made up of 4,371 records of real

data that have been copied in terms of structure

lannuas uu,u 101087 4 lmnmaa.mmu.ﬁ Gadren
ANNUAT |4 7000 WJ.‘&O?I’IMU\MWW“ N‘M
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and format. The table structure was copied from
105,292 records of real data in Data Test Set 3 using
student data (simulated).

The formula for data differential reduction is as

d1 = summation of differences in data structure and
data consistency before integration processes inside
the data lake.

d2 = summation of differences in data structure and

below. data consistency after integration processes inside
Vd = (d1-d2)/d1)*100 (1)  the data lake.
Vd = the percentage of data differences that can
be reduced.
Table 5 Table summarizing the experimental findings with three data set testing.
Group of
data test Cases Vd Note
1 1-11 100% of integration They meet the test conditions.

12-13 0 of integration Data of key fields, amount fields of
key, and the meaning of data from
data silos are differ in master table

2 100% of integration They meet the test conditions
3 100% of integration They meet the test conditions

The formula for data redundancies reduction is as
below.

Vs = (n-m)/n)*100 2
n = number of silos before the integration processes
m = number of silos after the integration processes
Vs =

reduction

the percentage of data redundancies
Before experiment, we have 14 silos (13 testing silos
and 1 master table) and after experiment, we
remain 3 silos. Therefore, the percentage of data

redundancies reduction is 78.6%

CONCLUSION AND RECOMMENDATION

The detailed performance of the Data Lake
Framework means that integrating data silos over a
data lake can reduce data heterogeneity and data
inconsistencies by 100% in cases where the data is

synonymous. Integration Model on Data Lake was

able to reduce the redundancy of the first group of
test data by 78.6%. During our investigation,
we discovered that Spark does not support
transactional tables. If transactional = true is set,
Spark will be unable to read the data. The solution
to the problem in this research is to edit the dataset
using the union () and subtract () procedures, as if it
were a transaction on that table.

In this research, we used the Levenshtein
algorithm to do the approximate matching. To
match words by edit distance, must be less than
the predefined threshold. To compare whether
data from silo is similar to master or not, by allowing
the error threshold to be less than the predefined
threshold. For example, if the threshold is 6 and the
left-side string is "W19@13" and the right-side string is
"u.d.", the error is 6 because we judge that both

string data are the same. The Levenshtein algorithm
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causes some errors in comparison. For instance, we

define a threshold that must not exceed 6 points.

REFERENCES

Dixon, J. (2019). Retrieved from https://jamesdixon.

Fang, H.

Giebler,

Inmon,

wordpress.com/2010/10/14/pentaho-hado
op-and-data-lakes/

(2015). Managing Data Lakes in Big Data Era:
What’s a data lake and why has it became
popular in data management ecosystem.
In: The 5th Annual IEEE International
Conference on Cyber Technology in

Automation, Control and Intelligent
Systems, Shenyang, China. 820-824.

C., Groger, C., Hoos, E., Eichler, R., Schwarz,
H. and Mitschang, B. (2021). The Data Lake
Architecture Framework: A Foundation for
Building a Comprehensive Data Lake
Architecture. In: Conference for Database
Systems for Business, Technology and Web
(BTW). 351-370.

B. (2016). Designing the Data Lake and
Avoiding the Garbage Dump. USA: Technics

Publications.

Khine, P.P. and Wang, Z.S. (2018). Data lake: a new

ideology in big data era. TM Web of

Conferences. 1-11.

LaPlante, A. and Sharma, B. (2016). Architecting Data

Lakes Data Management Architectures for

Advanced Business Use Cases. USA:

O’Relilly.

Miloslavskaya, N. and Tolstoy, A. (2016). Application

Patel, J.

Stein, B.

Quaaa

of Big Data, Fast Data and Data Lake:
Concepts to Information Security Issues. In:
4th International Conference on Future
Internet of Things and Cloud Workshops,
Vienna, Austria. 148-153.

(2019). Overcoming data Silos through big
data integration. International Journal of
Computer Science and Technology 3(1):
1-6.

and Morrison, A. (2014). The enterprise data
lake: Better integration and deeper
analytics. Technology Forecast: Rethinking

integration Retrieved. 1: 1-9.

Walker, H.A. (2015). Personal Data Lake with Data

Gravity Pull. In: Big Data and Cloud

Computing (BDCloud), 2015 IEEE Fifth

International Conference. 160-167.



