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ABSTRACT

This research is to develop missing data imputation methods in dependent variable for multiple linear
regression with missing at random in dependent variable, namely the Mean Regression Imputation method (MRI),
the Expectation Maximization with Multiple Imputation method (EMMI) and the Nearest Average Regression
Imputation method (NARI). Comparison of the efficiency of the develop methods with 6 methods, namely the
Regression Imputation method (RI), the Stochastic Regression Imputation method (SRI), the K Nearest Neighbour
Imputation method (KNN), the Expectation Maximization Algorithm method (EM), the Multiple Imputation method
(MI) and the Proportioned Residual Draw Imputation method (PRD). The simulation study with R program where the



738 KKU Science Journal Volume 47 Number 4 Research

standard deviations of error (S ) were set to be 5, 10 and 15, and sample sizes (n) were 30, 50, 100 and 200, and
missing percentages were 5, 10, 15 and 20. The criteria for compare the performance is an Average Mean Square
Error (AMSE). The results found that, the EMMI method has the best performance for all level of sample sizes at
S is equal to 5 and missing percentage is equal to 5. The MRl method performs better than the others at all level
of sample sizes when S is equal to 10 and missing percentage is equal to 5, and the MRI method still performs
the best when s is equal to 15 in all missing percentages and almost of all sample size levels. The result for real

data at n = 50, the MRI method has the most effective in all level of missing percentages.
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fupoudt 2 fudunamilewds M luduneudl 2 8¢ 3

3. 35 NARI (Nearest Average Regression Imputation method) 1{3s#lindnnsifudeyagaymesedade
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TuABUN 2 INAFGU (X, y) Nignidentdeyavesiaudsniy y Neginiteyagame 1 seauuazeggniiteya

kY U

o

goyvne 1 seivanmaade udnhanadenlaluussinadeyagauveiu Tnevinisussinadeyagamevesinlsmy y

nAweIsnsieatuil lunsdfideyaaamedudeyadusnuietoyadianiing agldraiovestoys 2 Afegfniu

' v
a

gaduiussanadoyaiigymetiu

v Y

()
2
)]
e

ee

=]
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M19199 1 A1 AMSE v8938n1siiudeyaagvieg 9 35 ied et uuninsgiuvesenanunanadou (s ) Wiy 5 Tuue

A¥ITAUIINAIBENN () uAzusazsEAUToEaEMIaYMY (%)

Bnadudoyaguymvie

n %

RI SRI KNN EM MI PRD MRI EMMI NARI

5 3.731 4.023 4.788 3.731 3.737 4.058 4.015 3.731 4.034

10 3.888 4.342 5.707 3.888 3.897 4.590 4.504 3.948 4.618

%0 15 4.208 5.257 8.145 4.208 4.244 6.306 6.189 4.353 6.558
20 4415 5.867 9.677 4415 4.475 7.750 7.482 4.682 7.942

5 2.178 2.365 2.656 2.178 2.178 2.234 2.230 2.178 2.286

10 2.291 2.726 3.383 2.291 2.299 2.582 2.546 2.308 2.642

0 15 2.448 3.187 4.804 2.448 2.463 3.480 3.452 2.513 3.579
20 2.570 3774 6.144 2.570 2.603 4.549 4.503 2.704 4.664

5 1.048 1.156 1.249 1.048 1.048 1.071 1.069 1.048 1.083

10 1.112 1.417 1.687 1112 1.115 1.249 1.242 1.115 1.289

100 15 1.177 1.818 2314 1.177 1.177 1.639 1.617 1.208 1.686
20 1.274 2321 3.210 1.274 1.297 2.401 2.384 1.370 2.441

5 0.527 0.601 0.624 0.527 0.527 0.527 0.527 0.527 0.544

10 0.554 0.865 0.887 0.554 0.556 0.636 0.633 0.556 0.650

200 15 0.583 1.243 1.293 0.583 0.588 0.893 0.883 0.602 0.883
20 0.622 1.653 1.895 0.622 0.630 1.447 1.428 0.671 1.389

RUNBNA: AILILABLIEMINeAsA1 AMSE a9ign

M990 2 A1 AMSE vesisnsiindeyageyyne 9 38 Wedmidesuuninsgiuvesdinuaainaiou (s ) witdu 10 lu

WeaysEAUTLIAMIBEN () kazufazszRuTogazNTaYY (%)

Bnsdudeyaguyne

n %

RI SRI KNN EM Mi PRD MRI EMMI NARI

5 14.852 16.094 15.408 14.852 14.832 14.810 14.767 14.921 15.183

10 15.571 17.770 16.713 15.571 15.562 15.721 15.615 15.640 16.269

* 15 16.987 21.876 19.375 16.987 16.987 17.782 17.651 17.524 18.918
20 17.740 22,999 21.229 17.740 17.851 19.423 19.104 18.744 20.757

5 8.662 9.410 9.153 8.662 8.665 8.718 8.662 8.665 8.901

10 9.096 10.394 9.900 9.096 9.080 9.231 9.193 9.147 9.604

> 15 9.868 12.673 11.603 9.868 9.889 10.321 10.278 10.029 11.223
20 10.537 16.144 13.259 10.537 10.649 11.712 11.538 11.076 12.742

5 4.207 4.614 4.335 4.207 4.207 4.202 4.202 4.207 4.261

10 4.465 5717 4.953 4.465 4.465 4.557 4.556 4.506 4717

100 15 4.747 7.344 5.699 4.747 4.797 5.066 5.067 4.875 5.394
20 5.073 9.835 6.775 5.073 5.133 6.010 5974 5.394 6.485

5 2.069 2419 2.170 2.069 2.069 2.069 2.069 2.069 2.104

10 2.179 3.354 2.475 2.179 2.187 2.227 2.224 2.207 2.325

200 15 2.319 4.953 2961 2.319 2.340 2.560 2.554 2.355 2.749
20 2476 6.659 3.615 2476 2516 3.151 3.148 2.668 3.433

RUNBNA: AILIAZLIEMINeAsA1 AMSE a9ign
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M1919% 3 A1 AMSE vasisnmisiiudeyageme 9 38 Wediudsauuninsgiuvesdinnuaaiaiadeu (s ) Wiy 15 Tuus

A¥ITAUIINAIBENN () uAzusazsEAUToEaEMIaYMY (%)

Bnadudoyaguymne

n %

RI SRI KNN EM MI PRD MRI EMMI NARI

5 33.349 35.930 32915 33.349 33.348 32.982 32915 33.518 33.962

10 34.662 39.232 34.374 34.662 34.898 34.315 34.186 35.113 35.758

%0 15 38.463 46.937 38.468 38.463 38.714 38.015 37.784 40.252 41.231
20 40.302 53.382 40.274 40.302 41.085 39.676 39.403 42.135 44.141

5 19.559 20.674 19.532 19.559 19.571 19.362 19.362 19.556 19.845

10 20.540 24.447 20.522 20.540 20.579 20.264 20.218 20.638 21.113

>0 15 22.363 30.478 22.650 22.363 22.592 21.950 21.856 23.094 23.566
20 23.466 35.132 24.344 23.466 23.594 23.407 23.201 24.534 25571

5 9.699 10.333 9.636 9.699 9.708 9.625 9.625 9.699 9.752

10 10.423 13.387 10.470 10.423 10.407 10.263 10.261 10.533 10.703

1o 15 11.122 17.009 11.340 11.122 11.231 10.911 10.888 11.443 11.733
20 11.952 21.819 12.545 11.952 12.115 11.971 11.875 12.560 13.298

5 4.758 5.521 4.758 4.758 4.758 4.733 4.733 4.758 4.794

10 5.040 7.480 5.157 5.040 5.056 5.007 5.007 5.078 5.216

200 15 5282 11.136 5.671 5.282 5.325 5.378 5.358 5.456 5.806
20 5.648 15.762 6.428 5.648 5.745 6.024 6.010 6.167 6.741

RUBWA: FINUAZIBEIMIBEAT AMSE AV

v

M990 4 A1 AMSE vesisnisiiudeyagamie 9 37 dmiuteyaqunineinavesiuniduaivlulseinadnnd usas

Y 9

seAUTeEaYNISEMY (%) evuadied e n wiriu 50

Bmsiudeyaguyne

%

RI SRI KNN EM Mi PRD MRI EMMI NARI

5 0.621 0.004 0.003 0.621 0.621 0.003 0.003 0.621 0.621

10 0.623 0.029 0.011 0.623 0.623 0.011 0.011 0.623 0.623
15 0.640 0.093 0.037 0.640 0.655 0.035 0.033 0.641 0.632
20 0.643 0.104 0.051 0.643 0.645 0.052 0.050 0.644 0.637

RUNBWR: FIUIRAZIBEIINETIAT AMSE a9ign

ayunan1sIdBuazIasalua

A laNauIiMsAndeyagymie 3 35 A935 MRI 35 EMMI kazd3 NARI Waduusauiinisgayymeiuudy

LTRe)
= e~
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LY VR

nsilfnwannsdnaesteya wamIdvasudlunisei 5 damudnisnsiiudeyagymennuldediautuiussdnsam

Alunantensalaad nsel s WU 5 nuIIB EMMI HUsEaNSamATannynseau n Weseeaznsgymemintu 5 laedl
UseAnSnnALg UVNAUITOUUINIETNEIT MRI MeNdiuse@nsnnei n Wy 200 n3lNs AU 10 wuin3s MRI 3
UsgdnSnmAfigainnszau n Weesaznisagymewindu 5 luhusadeniuds MR Aflusz@vsnmiieuninduizduuia

W5WHIT EMMI sgNiiUseanSma7 n ity 200 nsals Wiy 15 wuin3s MRI SUsednsamanigain n wirdu 30, 50

P

wag 100 lunnszauesazn1sgayynediu n wiriu 200 35 MRI fusydnSamangaidieseaudesarnsgameniniu 5 uay
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10 9ziiudn wiiTSnmsdudeyagaeinuideiiaudulildfivssavsnmanigannnsd windiuszdnsaniniivaneds
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MhuSeudieu wu nsdl s wirdu 5 Anudn3s EMMI SUszavanndsesasudududiv 2 wie 3 lunnszau n uazes

agnsgaving diufl s Wiy 10 Anudnds EMMI SuszanSamdsesasnduduiu 2 wie 3 iieunnszdu n wazifiounn
sERUTeLaYNIIEYINY

@ o

n3fifnwandayadte nuInsnsindeyagaviennuiTediauduaeis MR dUssansamangalunnseeu
il

Y

Fewazn gy delvinaaenndesiunanisAnwiainnisinaestoyai s wirdu 15 uag n Wiy 50 ynseauiesazns

deunng

EYRe

NnuansAnwlunuided nuhdauaeandesiunuidevesnsen (2551) 13135 R UWBMsndeyagaymed

EYRE)

fusgdnSaidle s Wiy 5 uag n Wi 50, 100, 200 karsauarn1sgvnewiiy 10 way 20 FaaselildvinnisAinw

P v

Wieuileuduis EM druflewSeuiisuiuauidevesgudd (2555) nudmwansidesinmnuaenndesiufe 35 EM 1Ju
Bnsudeyagameniussdvsnmidle s Wiy 10 uag n Wi 50, 100, 200 uazfesaznisaymeiniu 10 uay 20

FegualdlaldvinisAinwidSeuiieuiuls R

a a

M990 5 FEmsidndeyagumeniussaniamluniagszauadiudsiuuiingiuvesriauaaaadou(s Jvun

LYY

fpen9 (n) warsegaznsaue (%)

EYRE )

n % S =5 S =10 S =15
30 5 R, EM , EMMI MRI KNN , MRI
10 R, EM Ml MRI
15 R, EM R, EM, MI MRI
20 R, EM R, EM MRI
50 5 R, EM, MI, EMMI R, EM , MRI PRD , MRI
10 R, EM Ml MRI
15 R, EM R, EM MRI
20 R, EM R, EM MRI
100 5 R, EM, MI, EMMI PRD , MRI PRD , MRI
10 R, EM R, EM, MI MRI
15 R, EM , MI R, EM MRI
20 R, EM R, EM MRI
200 5 R, EM, MI, PRD , MRI , EMMI R, EM, MI', PRD MRI', EMMI PRD , MRI
10 R, EM R, EM, MI MRI
15 R, EM , MI R, EM MRI
20 R, EM R, EM MRI
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