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บทคัดย่อ 
การศึกษาครั้งมีวัตถุประสงค์เพื่อประมาณค่าสัมประสิทธิ์การถดถอยในการวิเคราะห์การถดถอยเชิงเส้นพหุ กรณีมีปัญหา

สหสัมพันธ์เชิงเส้นพหุ (Multicollinearity) โดยใช้วิธีการถดถอยแบบริดจ์ (Ridge Regression) ท่ีใช้วิธีการประมาณค่าพารามิเตอร์ริดจ์
ของ โฮเอิร์ล เคนนาร์ด และ บาลด์วิน (Hoerl, Kennard and Baldwin) เปรียบเทียบกับวิธีการประมาณค่าพารามิเตอร์ดังกล่าวโดย
วิธีการค้นหาแบบนกกาเหว่า (Cuckoo Search) ที่ใช้ฟังก์ชันเป้าหมายเป็นค่าความคลาดเคลื่อนกำลังสองเฉลี่ย (Mean Square Error: 
MSE) เกณฑ์ที่ใช้ในการเปรียบเทียบประสิทธิภาพของสัมประสิทธิ์การถดถอยที่ได้จากวิธีการประมาณค่า 2 วิธีดังกล่าว คือค่าความ
คลาดเคลื่อนกำลังสองเฉลี่ยและค่าปัจจัยการขยายตัวความแปรปรวน (Variance Inflation Factor : VIF) ที่ต่ำที่สุด การศึกษาทำการ
เปรียบเทียบโดยใช้ข้อมูลจากการจำลอง ซึ่งประกอบด้วยตัวแปรอิสระ 3 ตัว และมีจำนวน 30 รายการ และข้อมูลจากสถานการณ์จริง
ประกอบด้วยตัวแปรอิสระ 14 ตัว และมีจำนวน 252 รายการ ในข้ันตอนของวิธีการค้นหาแบบนกกาเหว่ากำหนดจำนวนรอบในการสุ่มค่า 
r เท่ากับ 5  10 และ 15 รอบ จำนวนรังเท่ากับ 20 รัง และกระทำซ้ำ 100  500  1,000  5,000 และ 10,000 ครั้ง ผลการศึกษาพบว่า 
สำหรับวิธีการถดถอยแบบริดจ์ที่ใช้วิธีการประมาณค่าพารามิเตอร์ริดจ์ โดยวิธีการค้นหาแบบนกกาเหว่า ที่มีจำนวนรอบในการสุ่มค่า r 
เท่ากับ 15 รอบ และทำซ้ำท้ังหมด 10,000 คร้ัง ทำให้ได้ค่าประมาณสัมประสิทธ์ิการถดถอยท่ีเหมาะสมท่ีสุด นอกจากนั้น วิธีการค้นหา
แบบนกกาเหว่ายังทำให้ได้สัมประสิทธิ์การถดถอยที่มีค่าความคลาดเคลื่อนกำลังสองเฉลี่ยและค่าปัจจัยการขยายตัวความแปรปรวนต่ำ
กว่าวิธีการประมาณค่าพารามิเตอร์ริดจ์ของ โฮเอิร์ล เคนนาร์ด และบาลด์วิน ท้ัง 2 ชุดข้อมูล  

 

ABSTRACT 
The purpose of this study is to estimate the coefficients in multiple linear regression analysis that has 

multicollinearity problems by the method of Ridge Regression by Hoerl, Kennard and Baldwin compare with those 
method by the Cuckoo Search using Mean Squared Error (MSE) as the objective function. The efficiency criteria are 
MSE and Variance Inflation Factor (VIF). The comparison, using a simulation data composes of 3  independent 
variables with a sample size 30 and a real data set consists of 14 independent variables with 252 observations.  In 
the Cuckoo Search Algorithms, 5, 10 and 15 iterations of searching r constant in ridge, 20 nests and 100, 500, 1,000, 



552 KKU Science Journal Volume 47 Number 3 Research 
 
5,000 and 1 0 ,0 0 0  repeated times are proposed. The result revealed that, the Ridge Regression by the Cuckoo 
Search with 15 iterations of searching r constant and 10,000 times of repetition gives the most appropriate regression 
coefficients. Moreover, those method by the Cuckoo Search also provides regression coefficients with lower MSE 
and VIF values than those method by Hoerl, Kennard and Baldwin in both data sets. 
 

คำสำคัญ: สัมประสิทธ์ิการถดถอย  สหสัมพันธ์เชิงเส้นพหุ  การถดถอยแบบริดจ์  ค่าพารามิเตอร์ริดจ์  การค้นหาแบบนกกาเหว่า 
Keywords: Regression Coefficients, Multicollinearity, Ridge Regression, Ridge Parameter, Cuckoo Search 
 

บทนำ 
การวิเคราะห์การถดถอยเป็นวิธีการทางสถิติอย่างหนึ่งที่ใช้ในการศึกษาและอธิบายลักษณะความ สัมพันธ์ระหว่างตัวแปรหนึ่ง

กับตัวแปรตัวอื่น ๆ และคาดคะเนค่าของตัวแปรนั้นโดยอาศัยหลักความสัมพันธ์เบื้องต้น ซึ่งตัวแบบที่นิยมใช้กันอย่างแพร่หลาย คือ ตัว
แบบการถดถอยเชิงเส้นพหุคูณ โดยตัวแบบนี้เป็นความสัมพันธ์ระหว่างตัวแปรอิสระที่มีมากกว่า 1 ตัว กับตัวแปรตาม 1 ตัว ทั้งนี้
ความสัมพันธ์ระหว่างตัวแปรอิสระและตัวแปรตาม อยู่ในรูปเชิงเส้น การใช้ตัวแบบการถดถอยเชิงเส้นในการทำนายให้มีประสิทธิภาพ
นั้นจะขึ้นอยู่กับการเลือกตัวแบบที่มีความเหมาะสมสูงสุด ซึ่งเกิดจากการคัดเลือกตัวแปรอิสระที่มีอิทธิพลมากต่อตัวแปรตาม และ
จำนวนตัวแปรอิสระที่อยู่ในตัวแบบต้องไม่มากและไม่น้อยเกินไป เนื่องจากตัวแปรอิสระที่มีมากเกินไปจะทำให้ค่าทำนายที่ได้มีความ
คลาดเคลื่อนสูงและอาจทำให้เกิดปัญหาสหสัมพันธ์เชิงเส้นพหุ นอกจากนั้นแล้วหากตัวแบบท่ีสร้างข้ึนขาดตัวแปรอิสระท่ีสำคัญไปจะทำ
ให้ค่าทำนายมีความคลาดเคลื่อนสูงได้เช่นเดียวกัน (รัฐพงศ์ และ ปริม, 2560) 

ในปัจจุบันวิธีการที่นิยมนำมาใช้ในการแก้ปัญหาสหสัมพันธ์เชิงเส้นพหุ คือ การวิเคราะห์การถดถอยแบบริดจ์ ซึ่งวิธีนี้ไม่จำเป็นท่ี
จะต้องตัดตัวแปรอิสระที่มีพหุสัมพันธ์ เชิงเส้นออกจากตัวแบบ แต่ตัวประมาณที่ได้จากวิธีนี้จะเป็นตัวประมาณที่เอนเอียงของ β หลักการ
ของวิธีนี้คือการบวกค่าคงตัว r ค่าหนึ่งท่ีมีค่ามากกว่าศูนย์ให้กับสมาชิกทุก ๆ ตัว บนแนวทแยงมุมของเมทริกซ์  WW เพ่ือให้สมาชิกบนแนว
ทแยงมุมมีค่ามากข้ึนจะทำให้สภาวะการป่วย (Ill Condition) ของเมทริกซ์  W W ลดลงและเพื่อหาเมทริกซ์ผกผันของ  WW ที่มีความ
เสถียรมากขึ้นทำให้สมาชิกบนแนวทแยงมุมของเมทริกซ์ผกผัน  W W มีค่าน้อยลงเป็นการลดความคลาดเคลื่อนกำลังสองเฉลี่ยของ
ค่าประมาณพารามิเตอร์ β ซ่ึงจะได้ตัวประมาณค่าสัมประสิทธ์ิการถดถอยแบบริดจ์ คือ -1ˆ = (  + )r  rβ W W I W y  เม่ือ r > 0 และในการ
วิเคราะห์การถดถอยแบบริดจ์นั้นจะต้องมีการประมาณค่าคงตัว r ซึ่งมีผู้ศึกษาวิธีการประมาณค่าคงตัว r หลายวิธี เช่น วิธีของโฮเอิร์ล เคน
นาร์ด และ บาลด์วิน วิธีนอมูระ (Nomura) และวิธีของคาลาฟ และ ชูเกอร์ (Khalaf and Shukur) เป็นต้น 

นอกจากวิธีการที่กล่าวมาข้างต้นยังมีวิธีการแก้ปัญหาสหสัมพันธ์เชิงเส้นพหุที่ประยุกต์มาจากวิธีการหาคำตอบที่ดีที่สุดโดย
อาศัยหลักการประมาณเป็นกลุ่มวิธีการท่ีเรียกว่า เมตาฮิวริสติก (Metaheuristic) ซ่ึงเป็นวิธีการหาคำตอบท่ีดีท่ีสุดท่ีเข้ามาช่วยในการหา
คำตอบสำหรับบางปัญหาที่ไม่สามารถใช้วิธีการทางทฤษฏีแบบดั้งเดิม หรือถ้าหากทำได้ก็จะใช้เวลานาน (Babak et al., 2011) เช่น วิธี
เชิงพันธุกรรม (Genetic Algorithm) วิธีการจำลองการอบเหนียว (Simulate Annealing) วิธีค้นหาแบบต้องห้าม (Tabu Search) 
รวมถึงวิธีการค้นหาแบบนกกาเหว่า (Cuckoo Search) ที่นำมาใช้ในการประมาณค่าสัมประสิทธิ์การถดถอยในงานวิจัยนี้ โดยหลัก ๆ 
แล้วหลักการทำงานของเมตาฮวิริสติกในทุกวิธีที่กล่าวมานั้นมีส่วนที่เหมือนกันคือ การหาคำตอบด้วยการสุ่มและมีการวนรอบการทำซ้ำ 
คำตอบท่ีได้แต่ละคร้ังและแต่ละรอบการทำซ้ำจึงไม่เท่ากัน เนื่องจากเป็นการค้นหาคำตอบท่ีมีพ้ืนฐานมาจากการสุ่ม (อารีรัตน์, 2556) 

ในงานวิจัยต่าง ๆ ที่ผ่านมาได้มีการนำวิธีการทางเมตาฮิวริสติกมาแก้ปัญหาในหลากหลายรูปแบบ อาทิเช่น วิธีการค้นหาแบบ
กลุ่มอนุภาคและวิธีเชิงพันธุกรรมถูกนำมาประยุกต์ใช้ในการแก้ปัญหาการจัดเรียงเครื่องจักรในระบบการผลิตแบบยืดหยุ่น (ณัฏฐพงศ์, 
2551) วิธีการค้นหาแบบนกกาเหว่าถูกนำมาประยุกต์ใช้ในการจัดวางตำแหน่งติดต้ังอุปกรณ์ชี้บอกความผิดพร่อง (อรรถพล, 2557) และ
วิธีการค้นหาแบบต้องห้ามถูกนำมาประยุกต์ใช้ในการคัดเลือกตัวแปรในตัวแบบการถดถอยเชิงเส้นพหุ (กานต์ณัฐ, 2554) การศึกษาใน
ครั้งนี้ผู้วิจัยจึงได้สนใจนำวิธีการค้นหาแบบนกกาเหว่ามาประยุกต์ใช้ในการประมาณค่าสัมประสิทธิ์การถดถอย เนื่องจากเป็นกระบวนการ
ทำงานท่ีไม่ซับซ้อนและไม่มีข้อบังคับหรือมีเงื่อนไขทางสถิติ และจากการทบทวนวรรณกรรมท่ีผ่านมา ยังไม่พบงานวิจัยใดท่ีนำเอาวิธีการ
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ค้นหาแบบนกกาเหว่ามาประยุกต์ใช้ในการประมาณค่าสัมประสิทธ์ิการถดถอย ในกรณีท่ีเกิดปัญหาสหสัมพันธ์เชิงเส้นพหุ จากท่ีกล่าวมา
จึงทำให้เห็นว่าวิธีการค้นหาแบบนกกาเหว่าเป็นวิธีการใหม่และมีความน่าสนใจในการนำมาประยุกต์ใช้ในงานวิจัยนี้ 

ดังนั้น งานวิจัยนี้มีวัตถุประสงค์เพื่อศึกษาวิธีการประมาณค่าสัมประสิทธิ์การถดถอยเชิงเส้นพหุคูณ โดยวิธีการถดถอยแบ
บริดจ์และวิธีการค้นหาแบบนกกาเหว่า และเปรียบเทียบประสิทธิภาพของท้ัง 2 วิธี 
การประมาณค่าคงตัว r ในการถดถอยแบบริดจ์ 

ในการศึกษาครั้งนี้ได้เปรียบเทียบการประมาณค่าสัมประสิทธิ์การถดถอยโดยวิธีการถดถอยแบบริดจ์ที่มีการประมาณค่า r ท่ี
เป็นค่าคงตัว ในการประมาณค่าพารามิเตอร์ของตัวแบบการถดถอย โดยวิธีของโฮเอิร์ล เคนนาร์ด และ บาลด์วิน (rHKB)  

จากการประมาณค่า r ของโฮเอิร์ล และ เคนนาร์ด (rHK) ที่ต้องการเลือกค่า rHK ที่ทำให้ค่าความคลาดเคลื่อน กำลังสองเฉลี่ยของ 
r̂ มีค่าต่ำสุด โดยการหาอนุพันธ์บางส่วนเทียบกับค่า rj จะได้ว่า 
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จากสมการ (1) โฮเอิร์ล เคนนาร์ด และ บาลด์วิน ได้เสนอวิธีการกำหนดค่าคงตัว r ที่เหมาะสมเพื่อช่วยลดผลกระทบที่เกิดขึ้น 
ดังนี้ 
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เม่ือ p คือจำนวนพารามิเตอร์ในตัวแบบการถดถอย 
วิธีการค้นหาแบบนกกาเหว่า 

วิธีการค้นหาแบบนกกาเหว่าถูกนำเสนอในปี 2009 โดย Yang และ Deb เพื่อนำมาใช้แก้ปัญหาการค้นหาค่าที่เหมาะสมที่สุด 
โดยวิธีการนี้ได้แรงบันดาลใจจากกลยุทธ์การสืบพันธุ์ของนกกาเหว่าตามธรรมชาติ ซึ่งมีความน่าสนใจคือ นกกาเหว่าจะสืบพันธุ์โดยการ
นำไข่ของตนเองไปฝากไว้ในรังนกชนิดอื่นที่มีลักษณะไข่คล้าย ๆ กัน โดยนกกาเหว่าจะทำการเลียนแบบไข่ของตนเอง เช่น สี ลวดลาย 
ให้เหมือนกับไข่ของนกเจ้าของรังที่มีอยู่แล้ว ถ้าเลียนแบบได้ดี ไข่นั้นก็จะถูกฟักโดยแม่นกเจ้าของรัง แต่ถ้าไข่ไม่ดีก็จะถูกนกเจ้าของรัง
โยนทิ้ง หรือทิ้งรังไปเพื่อสร้างรังใหม่ ดังนั้น การลอกเลียนแบบ สี ลวดลายไข่ จะเปรียบเสมือนการปรับปรุงค่าคำตอบ (Generate 
Solution) ซึ่งอาจมีโอกาสเป็นคำตอบที่ดีกว่า ก็จะได้รับการถ่ายทอดสู่รุ่นต่อไป แต่ถ้าเป็นคำตอบท่ีไม่ดีก็จะมีโอกาสถูกคัดทิ้ง เพื่อให้
เข้าใจง่ายในการอธิบายการวิธีค้นหาแบบนกกาเหว่าจะใช้กฎพ้ืนฐาน 3 ข้อ (Yang and Deb, 2009) คือ 

1. นกกาเหว่าแต่ละตัวสามารถวางไข่ได้เพียง 1 ครั้ง ๆ ละ 1 ฟอง โดยจะทำการวางไข่ของตนเองลงไปในรังที่ได้รับการสุ่ม
เลือกมา 

2. รังท่ีดีท่ีสุด ซ่ึงมีไข่คุณภาพสูงจะได้รับการถ่ายทอดไปยังรุ่นต่อไป 
3. จำนวนรังของนกเจ้าของรังที ่มีอยู ่จะคงที่ โดยนกกาเหว่าจะมีโอกาสถูกค้นพบโดยนกเจ้าของรังด้วยความน่าจะเป็น 

[0,1]ap   ซ่ึงในกรณีนี้นกเจ้าของรังสามารถโยนไข่นกกาเหว่าท้ิงไปหรือท้ิงรังแล้วสร้างรังใหม่ท่ีดีกว่า 
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จากกฎพ้ืนฐาน 3 ข้อ สามารถอธิบายขั้นตอนการทำงานของวิธีการค้นหาแบบนกกาเหว่าได้ดังนี้ 
ขั้นตอนท่ี 1 : กำหนดสมการเป้าหมาย 
ขั้นตอนที่ 2 : สร้างจำนวนประชากรของรังนกเพื่อให้เกิดความเรียบง่ายจะกำหนดรังนก 1 รังจะมีไข่ของนกเจ้าของรังเพียง 

1 ฟอง โดยท่ีไข่นกในรังแต่ละฟองจะเป็นตัวแทนของคำตอบ 
ขั้นตอนท่ี 3 : นกกาเหว่าจะทำการสุ่มเลือกรังท่ีมีไข่ของนกเจ้าของรังวางอยู่แล้ว และทำการวางไข่ของตนเองลงในรังท่ีทำการ

สุ่มเลือก โดยจะทำการเลียนแบบไข่ของตนเองจากไข่ของนกเจ้าของรังที่มีอยู่แล้ว ดังนั้น การเลียนแบบไข่ของนกกาเหว่าเปรียบเสมือน
การปรับปรุงคำตอบ โดยใช้หลักการ Lévy Flights ซ่ึงในการสร้างคำตอบใหม่ของ Lévy Flights จะอยู่ในรูปของสมการ (2) 

( +1) α ( )t t
i ix  = x + Levy λ     (2) 

เม่ือ t
ix  คือ คำตอบเดิม 
( +1)t
ix  คือ คำตอบใหม่ท่ีทำการปรับปรุง 

α ( )Levy λ  คือ ช่วงระยะห่างท่ีเกิดการเปลี่ยน แปลงตำแหน่งของคำตอบ 
โดยที่ α  ที่มีค่ามากกว่าศูนย์จะเป็นขนาดของช่วงการสุ่ม (Step Size) ซึ่งจะขึ้นอยู่กับขนาดของปัญหา ที่ต้องการจะหา

คำตอบ ส่วนมากจะกำหนด α = 1  จากสมการ (2) เป็นหลักการเดินสุ่มแบบ Markov Chain (Yang and Deb, 2010) คือตำแหน่งถัดไป
จะข้ึนอยู่กับพารามิเตอร์ 2 ตัว คือ ตำแหน่งเดิม ณ ปัจจุบัน ( t

ix ) และระยะทาง หรือความน่าจะเป็นท่ีมีการเปลี่ยนตำแหน่งใหม่ 
ในข้ันตอนการสุ่มแบบ Lévy Flights จะมีการกระจายตัวดังสมการ (3) มีค่าความแปรปรวนไปเรื่อย ๆ และมีค่าเฉลี่ยท่ีไม่คงท่ี 

~Levy u t       (3) 
 โดยท่ี (0,3]   

ขั้นตอนที่ 4 : ทำการประเมินค่าความเหมาะสมของไข่ที่ได้รับการปรับปรุงและทำการเปรียบเทียบไข่เป็นคู่ที่อยู่ภายในรัง
เดียวกัน ในกรณีที่คำตอบใหม่ดีกว่าจะทำการแทนที่คำตอบเก่าด้วยคำตอบใหม่ โดยไข่ที่ดีมีคุณภาพที่สุดในแต่ละรังจะได้รับการ
ถ่ายทอดสู่รุ่นต่อไป โดยจะกำหนดให้ไข่ใบนั้นเป็นคำตอบท่ีดีท่ีสุดของแต่ละรัง 

ขั้นตอนที่ 5 : หาจำนวนรังนกที่มีคำตอบไม่ดีและมีโอกาสถูกนกเจ้าของรังทำการทิ้งรังและไปสร้างรังใหม่ โดยพิจารณาค่า
ความน่าจะเป็น ap  โดยท่ี [0,1]ap   เช่น มีรังนกทั้งหมด 100 รัง กำหนดค่า ap = 0.25 ดังนั้น จะมีจำนวนรังที่มีคำตอบไม่ดีจำนวน 
25 รังจะถูกทิ้งรัง โดยเริ่มนับจากรังที่แย่ที่สุดจนครบตามจำนวน จากนั้นทำการตัดชุดคำตอบที่ถูกเลือกนั้นทิ้ง แล้วทำการสร้างรังขึ้นมา
ใหม่เพ่ือแทนรังท่ีถูกคัดออก 

ขั้นตอนที่ 6 : นำผลเฉลยที่ดีที่สุดของแต่ละรังมาเรียงลำดับ โดยพิจารณาจากค่าความเหมาะสมและกำหนดให้ไข่ที่มีคุณภาพ
มากท่ีสุด (คำตอบท่ีดีท่ีสุด) ไว้ เป็นลำดับแรกแล้วเก็บค่าคำตอบท่ีดีท่ีสุดไว้ 

ขั้นตอนท่ี 7 : ทำการหาคำตอบในรอบต่อไป ทำจนครบรอบท่ีกำหนดไว้ แล้วเลือกคำตอบท่ีดีท่ีสุด 
ค่าสถิติท่ีใช้ในการพิจารณาเลือกตัวแบบการถดถอย 

เกณฑ์ที่ใช้ในการพิจารณาในการเลือกตัวแบบการถดถอยคือ ค่าความคลาดเคลื่อนกำลังสองเฉลี่ย (MSE) และค่าปัจจัยการ
ขยายตัวความแปรปรวน (VIF) การหาค่าความคลาดเคล่ือนกำลังสองเฉลี่ยสำหรับสัมประสิทธ์ิการถดถอยในแต่ละวิธี มีดังนี้ 

1. วิธีการถดถอยแบบริดจ์ 

1
ru ru

RMSE
n k




 
e e  

2. วิธีการค้นหาแบบนกกาเหว่า 
ˆ ˆ( ) ( )

1CMSE
n k

    
 

y X y X 
 

และการหาค่าปัจจัยการขยายตัวความแปรปรวนของท้ังสองวิธีคือ  



งานวิจัย วารสารวิทยาศาสตร์ มข. ปีที่ 47 เลม่ที่ 3 555 
 

-1 -1(  + ) (  + )VIF r r   WW I WW WW I  
 

วิธีการดำเนนิการวิจัย 
ขั้นตอนการดำเนินวิจัย 

งานวิจัยนี้ศึกษากรณีท่ีตัวแปรอิสระเกิดปัญหาสหสัมพันธ์เชิงเส้นพหุ โดยใช้ข้อมูล 2 ชุด ดังนี้ 
ข้อมูลชุดที่ 1 คือข้อมูลที่ได้จากการจำลองโดยใช้ข้อมูลจากหนังสือการวิเคราะห์การถดถอย (Regression Analysis) (จิรา

วัลย์, 2558) ซ่ึงประกอบด้วยตัวแปรอิสระ 3 ตัว จำนวน 30 รายการ  
ข้อมูลชุดที่ 2 คือข้อมูลที่ได้จากสถานการณ์จริงโดยใช้ข้อมูลค่าประมาณเปอร์เซ็นต์ของไขมันในร่างกายท่ี ได้จากการชั่งน้ำหนัก

ใต้น้ำและการวัดขนาดส่วนต่าง ๆ ของร่างกาย (StatLib Datasets Archive, 2005) ซึ่งประกอบด้วยตัวแปรอิสระ 14 ตัว จำนวน 252 
รายการ 

โดยการศึกษาท้ัง 2 กรณีกำหนดจำนวนรอบในการสุ่มค่า r เท่ากับ 5 10 และ 15 รอบ จำนวนรังเท่ากบั 20 รัง และกระทำซ้ำ 
100 500 1,000 5,000 และ 10,000 คร้ัง มีข้ันตอนดังนี้ 

1. ทำการแปลงรูปข้อมูลด้วยวิธีสเกลหน่วยความยาว (Unit Length Scaling) โดยเริ่มคำนวณค่า ijr  และค่า jyr จากสูตร  
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เม่ือ 2

1

( )
n

ii ui i
u

S x x


   เป็นผลบวกกำลังสองของตัวแปรอิสระ ix  

2

1

( )
n

jj uj j
u

S x x


   เป็นผลบวกกำลังสองของตัวแปรอิสระ jx  

และ 2

1

( )
n

T u
u

SS y y


   เป็นผลบวกกำลังสองของตัวแปรตาม y 

โดยท่ี uix  เป็นค่าของข้อมูลลำดับท่ี u ของตัวแปรอิสระตัวท่ี  ; 1, 2,...,i i k  
ujx  เป็นค่าของข้อมูลลำดับท่ี u ของตัวแปรอิสระตัวท่ี  ; 1, 2,...,j j k  

จากนั้นทำการจัดค่า ijr และค่า jyr ในรูปของเมทริกซ์ความสัมพันธ์ ดังนี้ 
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2. คำนวณค่าสัมประสิทธ์ิการถดถอย ( β ) โดยใช้วิธีประมาณค่าพารามิเตอร์ริดจ์ด้วยวิธีของโฮเอิร์ล เคนนาร์ด และ บาลด์วิน และ
วิธีการค้นหาแบบนกกาเหว่า 

3. ทำการคัดเลือกค่าสัมประสิทธ์ิการถดถอย ท่ีเหมาะสมจากวิธีการประมาณค่าสัมประสิทธ์ิการถดถอย 2 วิธี 
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การประมาณค่าสัมประสิทธ์ิการถดถอย 
1. ประมาณค่าสัมประสิทธ์ิการถดถอยด้วยวิธีการถดถอยแบบริดจ์ 

1. หล ังจากทำการแปลงร ูปข ้อม ูลตามข ั ้นตอนที ่กล ่าวไว ้ข ้างต ้น จะได ้ส ัมประส ิทธ ิ ์การถดถอยมาตรฐาน คือ 
-1ˆ = (  + )r rβ W W I W y  จากนั้นเขียนให้ในรูปฟังก์ชันค่าเฉพาะโดยที่ 

1

( )
k

i
i

tr


 W W  และ 1, 2,...,i k  

เม่ือ k เป็นจำนวนตัวแปรอิสระในตัวแบบ 
2. คำนวณค่าสัมประสิทธ์ิการถดถอยแบบริดจ์มาตรฐาน (ภายใต้ตัวแบบแปลงรูป)  

1/2

1/2( )
T

ruj rj

jj

SS
b b

S
  

0
1

k

ru ruj j
j

b y b x


   

โดยท่ี 1, 2,...,j k  
เม่ือ rjb  เป็นสัมประสิทธ์ิการถดถอยริดจ์มาตรฐาน  
และ rujb  เป็นสัมประสิทธ์ิการถดถอยริดจ์ 
3. เนื่องจากการกำหนดค่า r ที่เหมาะสมโดยวิธีของวิธีโฮเอิร์ล เคนนาร์ด และ บาลด์วิน (rHKB) จะช่วยลดผลกระทบที่เกิดข้ึน

เม่ือ 2ˆ j  มีค่าน้อย ซ่ึง 2ˆ j  สามารถ คำนวณได้จาก  T   จากนั้นทำการคำนวณค่า rHKB  จากสูตร 
2σ̂

ˆ ˆHKB

p
r 

α α
  

4. หลังจากได้ค่า rHKB จากการคำนวณในข้อ 3) แล้วทำการประมาณค่าสัมประสิทธิ์การถดถอยริดจ์มาตรฐานตามข้อ 1. และ 2. 
หลังจากนั้นทำการคำนวณค่าความคลาดเคลื่อนกำลังสองเฉลี่ยและค่าปัจจัยการขยายตัวความแปรปรวน เพื่อนำไปเปรียบเทียบกับ
วิธีการค้นหาแบบนกกาเหว่าในข้ันตอนต่อไป 
2. ประมาณค่าสัมประสิทธ์ิการถดถอยด้วยวิธีการค้นหาแบบนกกาเหว่า 

1. ทำการสุ่มค่าคงตัว r จากช่วงท่ีกำหนด 
2. คำนวณค่าปัจจยัการขยายตัวความแปรปรวน 
3. กำหนดจำนวนรังเริ่มต้นและฟังก์ชันเป้าหมายซึ่งเป็นเกณฑ์ในการพิจารณาเลือกตัวแบบการถดถอย โดยในงานวิจัยนี้ใช้ค่า

ความคลาดเคลื่อนกำลังสองเฉลี่ย 
4. คำนวณค่าสัมประสิทธ์ิการถดถอยเริ่มต้น โดยวิธีการถดถอยแบบริดจ์ท่ีมีการประมาณค่าคงตัว r ด้วยวิธีการสุ่มจากข้อ 1. 
5. สุ่มค่าสัมประสิทธ์ิการถดถอยโดยใช้ลักษณะการเคล่ือนท่ีของ Lévy Flights  
6. นำค่าสัมประสิทธ์ิการถดถอยท่ีได้มาคำนวณในฟังก์ชันเป้าหมาย 
7. ดำเนินการค้นหาค่าสัมประสิทธ์ิการถดถอยเซตต่อไปแล้วนำค่าท่ีได้มาคำนวณในฟังก์ชันเป้าหมาย 
8. นำผลลัพธ์ท่ีได้มาเรียงลำดับและเลือกเซตคำตอบท่ีให้ค่าความคลาดเคล่ือนกำลังสองเฉลี่ยต่ำสุด 
9. ค้นหารังใหม่ โดยพิจารณาจากค่าความน่าจะเป็นที่มากกว่าค่า ap  และมีเงื่อนไขว่ารังที่ไม่ผ่านค่าความน่าจะเป็น ap  ท่ี

กำหนดจะถูกละท้ิงรังและรับค่ารังใหม่แบบสุ่ม 
10. ทำการค้นหาคำตอบ (ค่าสัมประสิทธ์ิการถดถอย) ในรอบต่อไป ทำจนครบรอบท่ีกำหนดไว้แล้วเลือกคำตอบท่ีดีท่ีสุด 
11. หลังจากท่ีได้คำตอบที่ดีที่สุดแล้ว ทำการ เปรียบเทียบคำตอบอีกครั้งโดยใช้ค่าปัจจัยการขยายตัวความแปรปรวนเป็นเกณฑ์ 

รายละเอียดแสดงดังรูปท่ี 1 
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การคัดเลือกตัวแบบ 

นำข้อมูลที่ได้จากการคำนวณตามที่กล่าวมาข้างต้นมาคัดเลือกตัวแบบที่เหมาะสมจากวิธีการประมาณค่าสัมประสิทธิ์การถดถอย 
2 วิธี คือ วิธีการถดถอยแบบ ริดจ์และวิธีการค้นหาแบบนกกาเหว่า โดยพิจารณาจากค่าความคลาดเคลื่อนกำลังสองเฉลี่ย และค่าปัจจัย
การขยายตัวความแปรปรวน จากนั้นบันทึกผลการคัดเลือก 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

รูปท่ี 1 กระบวนการทำงานของวิธีการค้นหาแบบนกกาเหว่า 

เริ่มต้น 

คำนวณค่า VIF 

คำนวณค่า  

ทำการสุ่มโดยใช้ Lévy Flights จะได้รัง i 

ประเมินคุณภาพของรัง Fi และ Fj 

Fi > Fj 

ให้ j เป็นคำตอบ 

ทำการแทน j ด้วยคำตอบใหม่ 

ละค่ารังที่ไมผ่่านความน่าจะเป็น pa และค้นหารังใหม่ 

เก็บคำตอบที่ดีที่สุด 

จำนวนรอบเทา่กับ 
ที่กำหนด 

ใช่ 

ไม่ใช่ 

ไม่ใช่ 

กำหนดจำนวนรังและฟงัก์ชันเป้าหมาย 

ใช่ 

ทำการสุ่มโดยใช้ Lévy Flights จะได้รัง j 

จบ 

ได้คำตอบที่ดีที่สุด 

สุ่มคา่คงตัว r 

VIFk < VIFk+1 
ไม่ใช่ 

ใช่ 



558 KKU Science Journal Volume 47 Number 3 Research 
 
ผลการวิจัย 

ในส่วนนี้ผู้วิจัยจะนำเสนอผลการวิจัยเป็น 2 ส่วน คือ ความสามารถในการประมาณค่าสัมประสิทธิ์การถดถอยโดยวิธีการค้นหา
แบบนกกาเหว่า เมื่อกำหนดจำนวนรอบในการสุ่มค่า r ที่ 5  10 และ 15 รอบ จำนวนรังเท่ากับ 20 รัง และกระทำซ้ำ 100  500  1,000 
5,000 และ 10,000 ครั้ง และผลการเปรียบเทียบการประมาณค่าสัมประสิทธิ์การถดถอยของวิธีการถดถอยแบบริดจ์และวิธีการค้นหา
แบบนกกาเหว่า โดยมีรายละเอียดดังนี้ 

1. ความสามารถในการประมาณค่าสัมประสิทธ์ิการถดถอยโดยวิธีการค้นหาแบบนกกาเหว่า สรุปได้ดังตารางท่ี 1 
จากตารางที่ 1 พบว่าค่าประมาณสัมประสิทธิ์การถดถอยที่ประมาณได้จากวิธีการค้นหาแบบนกกาเหว่าท่ีใช้ฟังก์ชันเป้าหมาย

เป็นค่าความคลาดเคลื่อนกำลังสองเฉลี่ย สำหรับข้อมูลชุดที่ 1 ค่า MSE ที่ได้จากการสุ่มค่า r เท่ากับ 5 รอบ จำนวนรอบในการกระทำ
ซ้ำ 100 ครั้ง คือ 13.56584 ซึ่งเท่ากับค่า MSE ที่ได้จากการสุ่มค่า r เท่ากับ 15 รอบ จำนวนรอบในการกระทำซ้ำ 10,000 ครั้ง เป็นค่า 
MSE ต่ำสุด ดังนั้น สำหรับข้อมูลชุดท่ี 1 จำนวนรอบของการสุ่ม และการทำซ้ำจึงไม่ส่งผลต่อค่า MSE แต่เมื่อพิจารณาจากค่า VIFmax 
พบว่าจะมีค่าลดลงอย่างต่อเนื่อง เมื่อมีการเพิ่มจำนวนรอบในการสุ่ม r และจำนวนรอบในการทำซ้ำ และลดลงถึงค่าต่ำที่สุดเท่ากับ 
282.1708 ท่ี r เท่ากับ 15 รอบ และกระทำซ้ำ 10,000 คร้ัง  
จากท่ีกล่าวมานั้นทำให้ได้ตัวแบบท่ีเหมาะสมท่ีสุด คือ 1 2 33.8109 8.3618 2.9041 6.5657ˆ x x xy     

สำหรับข้อมูลชุดที่ 2 ค่า MSE ที่ได้จากการสุ่มค่า r เท่ากับ 5 รอบ จำนวนรอบในการกระทำซ้ำ 10,000 ครั้ง ได้ค่า MSE ต่ำสุด 
เท่ากับ 1.62467 รองลงมาคือ 1.62664 ซึ่งเป็นค่า MSE  ที่ได้จากการสุ่มค่า r เท่ากับ 15 รอบจำนวนรอบในการกระทำซ้ำ 10,000 
คร้ัง แต่เม่ือพิจารณาจากค่า VIFmax พบว่า ค่า VIFmax ท่ีได้จากการสุ่มค่า r เท่ากับ 15 รอบ จำนวนรอบในการกระทำซ้ำ 10,000 คร้ัง มี
ค่าต่ำกว่ากรณีท่ีกำหนดจำนวนรอบในการสุ่มค่า r เท่ากับ 5 รอบ จำนวนรอบในการกระทำซ้ำ 10,000 คร้ัง จากท่ีกล่าวมานั้นทำให้ได้
ตัวแบบท่ีเหมาะสมท่ีสุด คือ 1 2 3443.8594 405.9960 0.0132 0.0082ˆ x x xy     

     4 5 6 70.0084 0.0324 0.0266 0.0302x x x x    
     8 9 10 110.0171 0.0130 0.0035 0.0815x x x x     
     12 13 140.0511 0.0385 0.0130x x x   

ในส่วนของเวลาในการประมาณค่าสัมประสิทธิ์การถดถอยจะแปรผันตรงกับจำนวนรอบในการทำซ้ำที่เพิ่มขึ้นในทั้ง 2 ชุด
ข้อมูล 

2. เปรียบเทียบผลการประมาณค่าสัมประสิทธ์ิการถดถอยแต่ละวิธีสรุปได้ดังตารางท่ี 2 
จากตารางที่ 2 พบว่าการประมาณค่าสัมประสิทธ์ิ การถดถอยด้วยวิธีการค้นหาแบบนกกาเหว่าในข้อมูลทั้ง  2 ชุด ให้ค่าความ

คลาดเคลื่อนกำลังสองเฉลี่ยและค่าปัจจัยการขยายตัวความแปรปรวนมากสุด ต่ำกว่าวิธีการถดถอยแบบริดจ์ที่ใช้วิธีการประมาณ
ค่าพารามิเตอร์ริดจ์ โดยวิธีของโฮเอิร์ล เคนนาร์ด และ บาลด์วิน โดยข้อมูลชุดท่ี 1 ให้ค่าความคลาดเคลื่อนกำลังสองเฉลี่ยเท่ากับ 
13.56584 และค่าปัจจัยการขยายตัวความแปรปรวนมากสุดเท่ากับ 282.1708 เมื่อค่าคงตัว r เท่ากับ 0.00000112 สำหรับข้อมูลชุดท่ี 
2 ให้ค่าความคลาดเคลื่อนกำลังสองเฉลี่ยเท่ากับ 1.62664 และค่าปัจจัยการขยายตัวความแปรปรวนมากสุดเท่ากับ 4.0018 เมื่อค่าคง
ตัว r เท่ากับ 0.00351594 
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ตารางท่ี 1 ค่าสัมประสิทธิ์การถดถอย ค่าคลาดเคลื่อนกำลังสองเฉลี่ย และค่าปัจจัยการขยายตัวความแปรปรวน โดยวิธีการ   

ค้นหาแบบนกกาเหว่า เม่ือกำหนดจำนวนรอบในการสุ่ม r เท่ากับ 5 10 และ 15 รอบ 
ข้อมูลชุดท่ี 1 จำนวนตัวแปรอิสระเท่ากับ 3 ตัว 

จำนวนรอบ ในการสุ่ม r จำนวนรอบในการทำซ้ำ 
ค่าสัมประสิทธิ์การถดถอย 

MSE VIFmax เวลา (วินาที) 
b0 b1 b2 b3 

5 

100 3.8168 8.3630 2.9040 6.5650 13.56584 285.1072 01.08 
500 3.8189 8.3633 2.9040 6.5648 13.56585 283.4198 03.03 
1000 3.8124 8.3621 2.9041 6.5655 13.56584 282.8767 05.64 
5000 3.8327 8.3661 2.9038 6.5633 13.56591 282.6167 24.96 
10000 3.8229 8.3642 2.9040 6.5644 13.56586 282.4940 49.15 

10 

100 3.8106 8.3618 2.9041 6.5657 13.56584 283.1074 01.53 
500 3.8132 8.3623 2.9041 6.5655 13.56584 283.0622 05.22 
1000 3.8295 8.3655 2.9039 6.5636 13.56589 282.5958 09.71 
5000 3.8144 8.3625 2.9041 6.5653 13.56584 282.4559 44.96 
10000 3.8217 8.3640 2.9040 6.5645 13.56586 282.2897 89.01 

15 

100 3.8157 8.3628 2.9040 6.5651 13.56584 282.6090 01.91 
500 3.8217 8.3639 2.9040 6.5645 13.56586 282.5239 07.14 
1000 3.8166 8.3629 2.9040 6.5650 13.56584 282.4854 13.19 
5000 3.8268 8.3649 2.9039 6.5639 13.56588 282.3485 62.66 
10000 3.8109 8.3618 2.9041 6.5657 13.56584 282.1708 124.33 

 

ข้อมูลชุดท่ี 2 จำนวนตัวแปรอิสระเท่ากับ 14 ตัว  
จำนวนรอบในการ

สุ่ม r 
จำนวนรอบในการ

ทำซ้ำ 
ค่าสัมประสิทธิ์การถดถอย 

b0 b1 b2 b3 b4 b5 b6 b7 b8 

5 

100 147.5652 -
150.0013 

0.0526 0.0128 -
0.1221 

0.0377 0.0888 0.1152 0.0653 

500 186.5306 -
182.6464 

0.0545 0.0115 -
0.1204 

0.0048 0.0887 0.1255 0.0600 

1000 216.2084 -
207.6483 

0.0548 0.0102 -
0.1126 

-
0.0186 

0.0861 0.1304 0.0541 

5000 437.6437 -
400.6372 

0.0140 0.0067 -
0.0092 

-
0.0366 

0.0267 0.0410 0.0151 

10000 446.6796 -
408.4074 

0.0129 0.0090 -
0.0081 

-
0.0306 

0.0266 0.0250 0.0180 
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ตารางท่ี 1 ค่าสัมประสิทธิ์การถดถอย ค่าคลาดเคลื่อนกำลังสองเฉลี่ย และค่าปัจจัยการขยายตัวความแปรปรวน โดยวิธีการ   

ค้นหาแบบนกกาเหว่า เม่ือกำหนดจำนวนรอบในการสุ่ม r เท่ากับ 5 10 และ 15 รอบ (ต่อ) 
ข้อมูลชุดท่ี 2 จำนวนตัวแปรอิสระเท่ากับ 14 ตัว 

จำนวนรอบในการ
สุ่ม r 

จำนวนรอบในการ
ทำซ้ำ 

ค่าสัมประสิทธิ์การถดถอย 
b0 b1 b2 b3 b4 b5 b6 b7 b8 

10 

100 169.1664 -
168.0890 

0.0542 0.0121 -
0.1226 

0.0193 0.0893 0.1208 0.0628 

500 218.8121 -
209.8500 

0.0545 0.0100 -
0.1117 

-
0.0206 

0.0857 0.1305 0.0535 

1000 361.9463 -
333.8356 

0.0305 0.0027 -
0.0377 

-
0.0720 

0.0454 0.1145 0.0145 

5000 262.2825 -
246.9079 

0.0499 0.0078 -
0.0926 

-
0.0493 

0.0775 0.1340 0.0423 

10000 404.1153 -
371.1767 

0.0204 0.0028 -
0.0185 

-
0.0573 

0.0318 0.0847 0.0098 

15 

100 436.4210 -
399.5771 

0.0142 0.0064 -
0.0094 

-
0.0374 

0.0267 0.0431 0.0147 

500 360.4046 -
332.4735 

0.0309 0.0028 -
0.0385 

-
0.0722 

0.0460 0.1151 0.0148 

1000 378.6614 -
348.6250 

0.0265 0.0024 -
0.0294 

-
0.0680 

0.0395 0.1050 0.0115 

5000 383.7768 -
353.1568 

0.0252 0.0024 -
0.0270 

-
0.0663 

0.0378 0.1016 0.0109 

10000 443.8594 -
405.9960 

0.0132 0.0082 -
0.0084 

-
0.0324 

0.0266 0.0302 0.0171 

           
           
           

 

ข้อมูลชุดท่ี 2 จำนวนตัวแปรอิสระเท่ากับ 14 ตัว (ต่อ) 
จำนวนรอบ
ในการสุ่ม r 

จำนวนรอบ
ในการทำซ้ำ 

ค่าสัมประสิทธิ์การถดถอย 
MSE VIFmax 

เวลา 
(วินาที) b9 b10 b11 b12 b13 b14 

5 

100 0.0747 0.0885 -0.0506 0.0683 0.0662 -0.2409 13.33844 0.2416 1.86 
500 0.0712 0.0688 -0.0663 0.0531 0.0660 -0.3415 9.85335 0.2591 7.40 
1000 0.0662 0.0533 -0.0717 0.0413 0.0688 -0.3969 7.77124 0.2644 14.04 
5000 -0.0092 -0.0028 -0.0778 -0.0474 0.0430 -0.0346 1.63524 17.3510 85.24 
10000 -0.0147 -0.0040 -0.0834 -0.0529 0.0364 -0.0035 1.62467 19.5022 169.39 

10 

100 0.0727 0.0782 -0.0606 0.0600 0.0655 -0.3003 11.28505 0.2372 3.22 
500 0.0658 0.0520 -0.0713 0.0402 0.0690 -0.4008 7.61126 0.4615 13.07 
1000 0.0281 -0.0004 -0.0606 -0.0149 0.0770 -0.3006 2.30391 2.3508 33.07 
5000 0.0572 0.0305 -0.0716 0.0228 0.0752 -0.4373 5.30111 0.2456 162.02 
10000 0.0095 -0.0023 -0.0647 -0.0313 0.0629 -0.1590 1.79257 4.2163 311.99 
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ตารางท่ี 1 ค่าสัมประสิทธิ์การถดถอย ค่าคลาดเคลื่อนกำลังสองเฉลี่ย และค่าปัจจัยการขยายตัวความแปรปรวน โดยวิธีการ   

ค้นหาแบบนกกาเหว่า เม่ือกำหนดจำนวนรอบในการสุ่ม r เท่ากับ 5 10 และ 15 รอบ (ต่อ) 
ข้อมูลชุดท่ี 2 จำนวนตัวแปรอิสระเท่ากับ 14 ตัว (ต่อ) 

จำนวนรอบ
ในการสุ่ม r 

จำนวนรอบ
ในการทำซ้ำ 

ค่าสัมประสิทธิ์การถดถอย 
MSE VIFmax 

เวลา 
(วินาที) b9 b10 b11 b12 b13 b14 

15 

100 -0.0085 -0.0027 -0.0771 -0.0467 0.0438 -0.0390 1.63763 17.0928 7.34 
500 0.0287 -0.0002 -0.0607 -0.0144 0.0773 -0.3051 2.33016 2.2040 18.77 
1000 0.0214 -0.0019 -0.0610 -0.0212 0.0728 -0.2488 2.05511 2.2020 45.33 
5000 0.0191 -0.0021 -0.0614 -0.0232 0.0712 -0.2316 1.99143 2.1170 223.25 
10000 -0.0130 -0.0035 -0.0815 -0.0511 0.0385 -0.0130 1.62664 4.0018 411.84 

 

ตารางท่ี 2 เปรียบเทียบผลการประมาณค่าสัมประสิทธ์ิการถดถอยแต่ละวิธี 
ข้อมูลชุดท่ี 1 จำนวนตัวแปรอิสระเท่ากับ 3 ตัว 

วิธีการ ค่าคงตัว r 
ค่าสัมประสิทธิ์การถดถอย 

MSE VIFmax b0 b1 b2 b3 
วิธีการค้นหาแบบนกกาเหว่า 0.00000112 3.8109 8.3618 2.9041 6.5657 13.56584 282.1708 
วิธีการถดถอยแบบริดจ์ 0.00002271 3.8265 8.3649 2.9039 6.5639 13.56588 285.9030 

 

ข้อมูลชุดท่ี 2 จำนวนตัวแปรอิสระเท่ากับ 14 ตัว 

วิธีการ ค่าคงตัว r 
ค่าสัมประสิทธิ์การถดถอย 

b0 b1 b2 b3 b4 b5 b6 b7 
วิธีการค้นหาแบบนกกาเหว่า 0.00351594 443.8594 -405.9960 0.0132 0.0082 -0.0084 -0.0324 0.0266 0.0302 
วิธีการถดถอยแบบริดจ์ 0.03085340 407.5415 -374.2087 0.0197 0.0030 -0.0172 -0.0555 0.0310 0.0812 

 

ข้อมูลชุดท่ี 2 จำนวนตัวแปรอิสระเท่ากับ 14 ตัว (ต่อ) 

วิธีการ 
ค่าสัมประสิทธิ์การถดถอย 

MSE VIFmax b8 b9 b10 b11 b12 b13 b14 
วิธีการค้นหาแบบนกกาเหว่า 0.0171 -0.0130 -0.0035 -0.0815 -0.0511 0.0385 -0.0130 1.62664 4.0018 
วิธีการถดถอยแบบริดจ์ 0.0099 0.0077 -0.0023 -0.0656 -0.0327 0.0612 -0.1462 1.76721 6.6519 

 

สรุปผลการวิจัย 
งานวิจัยนี้ศึกษาการประมาณค่าสัมประสิทธิ์  การถดถอยสำหรับข้อมูลที่มีปัญหาสหสัมพันธ์เชิงเส้นพหุด้วยวิธีการถดถอยแบ

บริดจ์และวิธีการค้นหาแบบนกกาเหว่า โดยใช้ข้อมูลที่ได้จากการจำลองและข้อมูลที่ได้จากสถานการณ์จริง และเปรียบเทียบผลการ
คำนวณโดยใช้ค่าความคลาดเคลื่อนกำลังสองเฉลี่ยและค่าปัจจัยการขยายตัวความแปรปรวนเป็นเกณฑ์ในการเลือกตัวแบบการถดถอยที่
เหมาะสม ผลการวิจัยพบว่าวิธีการค้นหาแบบนกกาเหว่าที่ใช้ฟังก์ชันเป้าหมายเป็นค่าความคลาดเคลื่อนกำลังสองเฉลี่ย ให้ค่าความ
คลาดเคลื่อนกำลังสองเฉลี่ย และค่าปัจจัยการขยายตัวความแปรปรวนต่ำกว่าวิธีการถดถอยแบบริดจ์ท่ีใช้วิธีการประมาณค่าพารามิเตอร์
ริดจ์ โดยวิธีของ โฮเอิร์ล เคนนาร์ด และบาลด์วิน 
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