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บทคัดยอ 

 การศึกษาครั้งน้ีมีวัตถุประสงคเพ่ือนําเสนอตัวประมาณแบบผลคูณคูกันท่ีปรับปรุงใหมสําหรับคาเฉลี่ยประชากรโดยปรับจาก

ตัวประมาณของ Bandyopadhyay (1980) ในการเลือกตัวอยางสุมแบบงายชนิดไมคืนที่  พรอมทั้ งหาความเอนเอียงและคา

คลาดเคลื่อนกําลังสองเฉลี่ยของตัวประมาณที่นําเสนอ และเปรียบเทียบคาคลาดเคลื่อนกําลังสองเฉลี่ยของตัวประมาณ 

ที่ นํ า เส น อ กับ ตั วป ร ะม าณ ข อง  Bandyopadhyay (1980) Sharma and Tailor (2010) Choudhury and Singh (2012a) 

Choudhury and Singh (2012b) และ Adebola and Adegoke (2015) จากการศึกษาพบวา ตัวประมาณท่ีนําเสนอมีประสิทธิภาพ

ดีกวาตัวประมาณเหลานี้อยางมีเงื่อนไข และผลการคํานวณเชิงตัวเลขสอดคลองกับผลการศึกษาเชิงทฤษฎ ี
 

ABSTRACT 

This study is aim to propose the modified dual to product estimator for population mean by adapting 

Bandyopadhyay’s (1980) estimator for simple random sampling without replacement. We will compare bias and 

mean square error ( MSE)  equations obtained with this proposed estimator with Bandyopadhyay’ s ( 1980) 

estimator, Sharma and Tailor’s (2010) estimator, Choudhury and Singh’s (2012a) estimator, Choudhury and Singh’s 

(2012b) and Adebola and Adegoke’s (2015). It is found that the proposed estimator is more efficient than these 

estimators under some conditions. In addition our results are supported by a numerical illustration. 
 

คําสําคัญ: ตัวประมาณแบบผลคูณ  ตัวประมาณแบบผลคูณคูกัน  ความเอนเอียง  คาคลาดเคลื่อนกําลังสองเฉลี่ย 

Keywords: Product estimator, Dual to product estimator, Bias, Mean square error 
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บทนํา 

โดยทั่วไปทฤษฎีการสํารวจตัวอยางจะใชการเลือกตัวอยางแบบใชความนาจะเปน ในปจจุบันการเลือกตัวอยางเพื่อศึกษา

คุณลักษณะของประชากรมีความสําคัญตองานวิจัยในดานตาง ๆ ซึ่งสวนมากประชากรท่ีตองการศึกษามักมีขนาดใหญ จึงยากตอการที่

จะสํารวจไดทั้งหมด เน่ืองจากขอจํากัดในดานตาง ๆ ที่เก่ียวของ ไดแก ดานเวลา ดานงบประมาณ และดานอื่น ๆ ทั้งนี้การทําใหขอมูล

ตัวอยางมีคุณลักษณะใกลเคียงกับประชากรมากที่สุด และตัวอยางเปนตัวแทนที่ดีของประชากรนั้นตองอาศัยเทคนิคการเลือกตัวอยาง 

(Sampling technique) โดยนําขอมูลตัวอยางไปวิเคราะหและสรุปผลถึงคณุลักษณะของประชากรท่ีตองการศึกษาไดอยางเหมาะสม 

พิจารณาการเลือกตัวอยางสุมแบบงายชนิดไมคืนที่ โดยสุมตัวอยางขนาด n  จากประชากรขนาด N  ให Y เปนตัวแปรท่ี

สนใจศึกษา โดยที่คาเฉลี่ยประชากร Y  ประมาณดวยคาเฉลี่ยตัวอยาง y
 
ซึ่งมีคุณสมบัติเปนตัวประมาณคงเสนคงวาและไมเอนเอียง

ของ Y  ในทฤษฎีการสํารวจตัวอยาง หากทราบวาตัวแปร Y  มีความสัมพันธเชิงเสนกับตัวแปรชวย X  และทราบคาของสารสนเทศ

ของตัวแปร X  เชน คาเฉลี่ย X  หรือคารวม XT  เปนตน เราอาจสรางตัวประมาณรปูแบบอื่นที่นําสารสนเทศดังกลาวมาใช ซึ่งอาจทํา

ใหไดตัวประมาณท่ีมีประสิทธิภาพในการประมาณคาเฉลี่ยประชากร Y  ดีข้ึน ในกรณีที่ตัวแปร Y  และตัวแปร X  มีความสัมพันธเชิง

เสนในทิศทางเดียวกัน Cochran (1940) เสนอตัวประมาณแบบอัตราสวน เมื่อ X  ทราบคา ดังน้ี 

R
X

y y
x

 
  

 
       (1) 

ความเอนเอียงและคาคลาดเคลื่อนกําลังสองเฉลี่ยของตัวประมาณ Ry  คือ 

       
( ) ( )R X Y X

f
B y Y C C C

n



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( ) ( )R Y X Y X
f

y Y C C C C
n

MSE  


 2 2 21
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ตามลําดับ เมื่อ 
n

f
N

  คือ สัดสวนของตัวอยาง (Sampling fraction) ทั้งน้ีพบวา ตัวประมาณ Ry  มีประสิทธิภาพดีกวาตัวประมาณ 

y  ก็ตอเมื่อ ρ C CYX 2  โดยท่ี CY  และ CX คือ สัมประสิทธิ์การแปรผันของประชากรของตัวแปร Y  และตัวแปร X  และ ρ  

คือ สัมประสิทธิ์สหสัมพันธของประชากรระหวางตัวแปร Y  และตัวแปร X  

ตอมา Murthy (1964) เสนอตัวประมาณแบบผลคูณ ในกรณีท่ีตัวแปร Y  มีความสัมพันธเชิงเสนในทิศทางตรงขามกับตัว

แปร X  และทราบคา X  คือ 

P
x

y y
X

   
 

       (4) 

ความเอนเอียงและคาคลาดเคลื่อนกําลังสองเฉลี่ยของตัวประมาณ Py  คือ 

       
( ) ( )P X Y X

f
B y Y C C C

n



 21      (5) 

และ 
     

( ) ( )P Y X Y X
f

y Y C C C C
n

MSE  
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 2 2 21
2     (6) 

ตามลําดับ ทั้งน้ีพบวา ตัวประมาณ Py  มีประสิทธิภาพดีกวาตัวประมาณ y  ก็ตอเมื่อ ρ C CYX  2  

 ในกรณีท่ีทราบคา X  พิจารณาการแปลง * ; , ,...,i
i

NX nx
x i N

N n


  1 2  แลว * NX nx
x

N n


   เปนตัวประมาณไมเอนเอียง

ของ X  และ *( , )Corr y x    เมื่อ *( , )Corr y x  คือ สัมประสิทธิ์สหสัมพันธระหวาง y  และ *x  นักวิจัยทานแรกที่ใชการแปลง

ของ *
ix  มาปรับตัวประมาณที่ใชประมาณคาเฉลี่ยประชากร Y  ไดแก Srivenkataramana (1980) ซึ่ง Srivenkataramana (1980) 

ไดเสนอตัวประมาณแบบอัตราสวนคูกัน (Dual to ratio estimator) ดังนี ้
*

*
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x
y y

X

 
   
 

       (7) 
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ความเอนเอียงและคาคลาดเคลื่อนกําลังสองเฉลี่ยของตัวประมาณ *
Ry  คือ 

       
*( )R X

f
B y YgC K

n


  21       (8) 

และ 
      

*( ) [ ( )]R
f

MSE y Y C gC g KY Xn


  2 2 21
2     (9) 

ตามลําดับ เมื่อ 
n

g
N n

   และ 
CYK
CX

  ผลการวิจัยพบวา ตัวประมาณ *
Ry  มีประสิทธิภาพดีกวาตัวประมาณ y  ก็ตอเมื่อ 

ρ g C CYX 2  

 ในปเดียวกันนี้ Bandyopadhyay (1980) ไดใชการแปลงนี้เชนกัน เสนอตัวประมาณแบบผลคูณคูกัน (Dual to product 

estimator) เมื่อ X  ทราบคา ดังนี ้
 

*
*P
X

y y
x

 
  

 
       (10) 

ความเอนเอียงและคาคลาดเคลื่อนกําลังสองเฉลี่ยของตัวประมาณ *
Py  คือ 

       

*( ) ( )P X
f

B y YgC g K
n


 21       (11) 

และ 
      

*( ) [ ( )]P
f

MSE y Y C gC g KY Xn


  2 2 21
2     (12) 

ตามลําดับ ผลการวิจัยพบวา ตัวประมาณ *
Py  มีประสิทธิภาพดีกวาตัวประมาณ y  ก็ตอเมื่อ ρ gC CYX  2  

 ในเวลาตอมาไดมีนักวิจัยเสนอตัวประมาณคาเฉลี่ยประชากรในการเลือกตัวอยางสุมแบบงายไมคืนที่โดยนําตัวประมาณของ 

Srivenkataramana (1980) และตัวประมาณของ Bandyopadhyay (1980) มาปรับ ดังเชน  

Sharma and Tailor (2010) เสนอตัวประมาณแบบอัตราสวนรวมกับผลคูณคูกัน (Ratio-cum-dual to ratio estimator) 

เมื่อทราบคา X  ดังน้ี 

         

*
ˆ ( )bk

X x
Y y

x X
 
               

1 1      (13) 

ความเอนเอียงและคาคลาดเคลื่อนกําลังสองเฉลี่ยของตัวประมาณ ˆ
bkY 1  คือ 

   
 ˆ( ) {( ) }bk X

f
B Y YC g g K

n
 

   1
21

1     (14) 

และ 
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f
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 


      2

1
2 2 21

1 1 2    (15) 

ตามลําดับ โดยท่ี ˆ( )bkMSE Y 1  มีคาต่ําสุดเมื่อ  
K g

g 


  0 1  จะไดคาคลาดเคลื่อนกําลังสองเฉลี่ยต่ําสุดของตัวประมาณ ( )ˆ opt
bkY 1  

คือ 

    
( )ˆ( ) ( )opt

Ybk
f

MSE Y Y C
n




  2
1

2 21
1      (16) 

ผลการวิจัยพบวา ตัวประมาณ ˆ
bkY 1  มีประสิทธิภาพดีกวาตัวประมาณ *

Ry  ก็ตอเมื่อ ( )K g
g




  
2
1  หรอื 

( )K g
g 


 
2
1  

และมีประสิทธิภาพดีกวาตัวประมาณ y , Ry , Py , *
Ry  และ *

Py  เสมอ 

 และตอมา Choudhury and Singh (2012a) เสนอตัวประมาณแบบผลคูณคูกันรวมกับอัตราสวนคูกัน (Dual to product-

cum-dual to ratio estimator) เมื่อทราบคา X  ดังน้ี 

         

*
*

*
( )PR

X x
y y

Xx
 
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ความเอนเอียงและคาคลาดเคลื่อนกําลังสองเฉลี่ยของตัวประมาณ *
PRy  คือ 

   
 *( ) ( )PR X

f
B y YC g K g

n
 


  21

2 1      (18) 

และ 
             

*( ) [ ( ){ ( ) } ]PR
f

MSE y Y C g g K CY Xn
 


    2 2 21
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ตามลําดับ โดยที่ *( )PRMSE y  มีคาต่ําสุดเมื่อ K
g

      
 0 1 2  จะไดคาคลาดเคลื่อนกําลังสองเฉลี่ยต่ําสุดของตัวประมาณ 

*( )opt
PRy  คือ 

      
*( )( ) ( )opt

YPR
f

MSE y Y C
n




  22 21
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ผลการวิจัยพบวา ตัวประมาณ *( )opt
PRy  มีประสิทธิภาพดีกวาตัวประมาณ y , Ry , Py , *

Ry  และ *
Py  เสมอ 

ในปเดียวกัน Choudhury and Singh (2012b) เสนอตัวประมาณแบบอัตราสวนรวมกับผลคูณคูกัน  (Ratio-cum-dual to 

product estimator) เมื่อทราบคา X  ดังน้ี 
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X X

y y
x x

 
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1      (21) 

ความเอนเอียงและคาคลาดเคลื่อนกําลังสองเฉลี่ยของตัวประมาณ RdPy  คือ 
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f
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และ 
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ตามลําดับ โดยที่ ( )RdPMSE y  มีคาต่ําสุดเมื่อ 
g K

g 


  0 1  จะไดคาคลาดเคลื่อนกําลังสองเฉลี่ยต่ําสุดของตัวประมาณ ( )opt
RdPy  

คือ 

    
( )( ) ( )opt
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n



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1      (24) 

ผลการวิจัยพบวา ตัวประมาณ ( )opt
RdPy  มีประสิทธิภาพดีกวาตัวประมาณ y , Ry , Py , *

Ry  และ *
Py  เสมอ 

 และ Adebola and Adegoke (2015) เสนอตัวประมาณแบบการถดถอยโดยใชตัวประมาณแบบผลคูณคูกัน (Regression 

estimator with dual product estimator) เมื่อทราบคา X  ดังน้ี 

         

* *( )pdy y
X

X x
x

         (25) 

ความเอนเอียงและคาคลาดเคลื่อนกําลังสองเฉลี่ยของตัวประมาณ *
pdy  คือ 
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f

MSE y Y C g YC C Y X g C Y XY Xn
  


    2 22 2 21

2    (27) 

ตามลําดับ โดยที่ *( )pdMSE y  มีคาต่ําสุดเมื่อ  R
g
       

 0  โดยที่ Y
R

X
  และ XY

X

S

S
 

2
 คือ สัมประสิทธิ์การถดถอย 

จะไดคาคลาดเคลื่อนกําลังสองเฉลี่ยต่ําสุดของตัวประมาณ *( )opt
pdy  คือ 

    
*( )( ) ( )opt

Ypd
f

y Y C
n

MSE 


  22 21
1      (28) 

ผลการวิจัยพบวา ตัวประมาณ *( )opt
pdy  มีประสิทธิภาพดีกวาตัวประมาณ y , Ry , Py , *

Ry  และ *
Py  เสมอ 

 นอกจากนี้ ในการเลือกตัวอยางสุมแบบงายชนิดไมคืนทีน่ี้ มีนักวิจัยปรับตัวประมาณโดยนําคาคงตัวมาคูณตัวประมาณ ดังเชน 

Prasad (1989) เสนอตัวประมาณ *
Ry y   ผลการวิจัยพบวา * ( ) / ( )Y XC C CY     21 1  ทําใหคาคลาดเคลื่อนกําลัง
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สองเฉลี่ยของตัวประมาณ y  มีคาต่ําสุด โดยที่ / n  1  และพบวา ตัวประมาณ y  มีประสิทธิภาพดีกวาตัวประมาณ Ry  เสมอ 

หรือในการเลือกตัวอยางสุมอยางงายแบบแบงชั้นภูมิ (Stratified random sampling) ก็มีการปรับตัวประมาณในลักษณะนี้ ดังเชน  

นิวัตร และคณะ (2552) ไดปรับตัวประมาณอัตราสวนแบบแยกโดยใชคาคงตัวมาคูณ พบวา ตัวประมาณท่ีปรับมีประสิทธิภาพดีกวาตัว

ประมาณอัตราสวนแบบแยกอยางมีเงื่อนไข  

ดังนั้นงานวิจัยนี้จึงสนใจปรับปรุงตัวประมาณแบบผลคูณคูกันของ Bandyopadhyay (1980) โดยนําคาคงตัวมาคูณ เพื่อทํา

ใหตัวประมาณที่ปรับปรุงใหมมีคาคลาดเคลื่อนกําลังสองเฉลี่ยต่ําลง แลวตัวประมาณท่ีปรับปรุงนี้จะมีประสิทธิภาพดีข้ึน ทั้งนี้จะทําการ

เปรียบเทียบประสิทธิภาพระหวางตัวประมาณที่ปรับปรุงใหมกับตัวประมาณของ Bandyopadhyay (1980)
 
 Sharma and Tailor 

(2010) Choudhury and Singh (2012a) Choudhury and Singh (2012b) และ  Adebola and Adegoke (2015) โดยใชค า

คลาดเคลื่อนกําลังสองเฉลี่ย (Mean Square Error: MSE ) เปนเกณฑ สําหรับหัวขอถัดไปแสดงวิธีการดําเนินการวิจัย ซึ่งจะเสนอตัว

ประมาณแบบผลคูณคูกันที่ปรับปรุงใหม ความเอนเอียงและคาคลาดเคลื่อนกําลังสองเฉลี่ยของตัวประมาณแบบผลคูณคูกันที่ปรับปรุง

ใหม หาเงื่อนไขในเชิงทฤษฎทีี่ทําใหตัวประมาณแบบผลคูณคูกันที่ปรับปรุงใหมมีประสิทธิภาพดีกวาตัวประมาณของ Bandyopadhyay 

(1980) Sharma and Tailor (2010) Choudhury and Singh (2012a) Choudhury and Singh (2012b) และ  Adebola and 

Adegoke (2015) พรอมทั้งแสดงตัวอยางเชิงตัวเลขเพ่ือสนับสนุนผลลัพธในเชิงทฤษฎี และในหัวขอสุดทายเปนการสรุปผลการวจิัยและ

อภิปรายผลนี ้พรอมทั้งใหขอเสนอแนะ 
 

วิธีการดําเนินการวิจัย 

ในการศึกษาครั้งนี้มีวิธกีารดําเนินการวจิัยเปนข้ันตอนดังนี ้  

1. จากการศึกษางานวิจัยที่เก่ียวของขางตน ผูวิจัยนําเสนอตัวประมาณแบบผลคูณคูกันที่ปรับปรุงใหมสําหรับประมาณ Y  ใน

การเลือกตัวอยางสุมแบบงายชนิดไมคืนท่ี ซึ่งปรับโดยนําคาคงตวัคณูตัวประมาณแบบผลคูณคูกันของ Bandyopadhyay (1980)  

2. หาความเอนเอียงและคาคลาดเคลื่อนกําลังสองเฉลี่ยของตัวประมาณแบบผลคูณคูกันที่ปรับปรุงใหม 

3. หาเงื่อนไขท่ีทําใหตัวประมาณแบบผลคูณคูกันที่ปรับปรุงใหมมีประสิทธิภาพดีกวาตัวประมาณของ Bandyopadhyay 

(1980) Sharma and Tailor (2010) Choudhury and Singh (2012a) Choudhury and Singh (2012b) และ  Adebola and 

Adegoke (2015) 

4. แสดงตัวอยางเชิงตัวเลขเพื่อสนับสนุนผลการศึกษาเชิงทฤษฎี โดยใชขอมูลประชากรทั้งหมด 4 ชุด ดังนี ้

4.1 ขอมูลจาก Singh (1969) ซึ่งขอมูลดังกลาวเปนจํานวนลูกจางหญิง Y  โดยมีจํานวนลูกจางหญิงที่มีการศึกษา

เปนตัวแปรชวย X  มีความสัมพันธเชิงเสนที่มีคา .  0 207  

4.2 ขอมูลจาก Subramani and Ajith S (2017) เมื่อตัวแปร Y  และตัวแปรชวย X  มีความสัมพันธเชิงเสนท่ีมีคา

.  0 0919  

4.3 ขอมูลจาก Kadilar and Cingi (2003) ซึ่งขอมูลดังกลาวเปนผลผลิตของแอปเปล Y  โดยมีจํานวนตนแอปเปล

เปนตัวแปรชวย X  มีความสัมพันธเชิงเสนที่มีคา .  0 82  

4.4 ขอมูลจาก Steel and Torrie (1960) เมื่อคาล็อกของเวลาในการเผาไหมของใบไมเปนตัวแปรที่สนใจ Y  และ

รอยละของคลอรีนเปนตัวแปรชวย X  มีความสัมพันธเชิงเสนที่มีคา .  0 4965  
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ผลการวิจัย 

1. ตัวประมาณแบบผลคูณคูกันท่ีปรับปรุงใหม 

ตัวประมาณแบบผลคูณคูกันท่ีปรับปรุงใหมของคาเฉลี่ยประชากร Y  ในการเลือกตัวอยางสุมแบบงายชนิดไมคืนที่ กําหนด

ดังนี ้

* *
.Pnew Py y        (29) 

เมื่อ *
*P
X

y y
x

 
  

 
 คือ ตัวประมาณแบบผลคูณคูกันของ Bandyopadhyay (1980) และ   คือ คาคงตัวท่ีทําใหคาคลาดเคลื่อนกําลัง

สองเฉลี่ยของ *
.P newy  มีคาต่ําสุด 

2. หาความเอนเอียงและคาคลาดเคลื่อนกําลังสองเฉลี่ยของตัวประมาณแบบผลคูณท่ีปรับปรุงใหม 

ความเอนเอียงของตัวประมาณ 
*
.P newy  หาไดดังน้ี 

    
* *
.( ) ( )P new PB y B y

 

       
*( )PE y Y 

 

       
*( )PE y Y 

 

       
*( )PE y Y Y Y     

 

       
*[ ( ) ] ( )PE y Y Y    1

 

       
*( ) ( )PB y Y   1

            
    

          (30)
 

เมื่อ *( ) ( )P X
f

B y YgC g K
n


 21  โดยท่ี 
n

g
N n

 
 
และ

 

CYK
CX

   

คาคลาดเคลื่อนกําลังสองเฉลี่ยของตัวประมาณ *
.P newy  คือ 

             
* *
. .( ) ( )YP new P newMSE y E y  2  

 

 * *
. .( )P new P newE y y Y Y     

2 22  

 * *( )P PE y y Y Y      
2 22  

 * *( ) ( )P PE y YE y Y   2 2 22  

 * ** *( ) ( ) ( ) ( )P PP PE y E y E y YE y Y             
2 22 2 2 2 22  

  * * *( ) ( ) ( )P P PE y E y E y Y 
           

222 2  

พิ จ า รณ าค ว าม เอ น เอี ย งข อ งตั ว ป ร ะ ม าณ  
*
Py  คื อ

 
* *( ) ( )P PB y E y Y   จ ะ ได  * *( ) ( )P PE y B y Y   แ ล ะ 

* * *( ) ( ) ( )PP PVar y E y E y    
22  ดังน้ัน

 

  
 * * *

.( ) ( ) [ ( ) ]PPnew PMSE y Var y B y Y Y    
22       

  * *( ) ( ) ( )PPVar y Y Y B y       
22  

   * *( ) ( )PPVar y Y B y       
22 1  
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    * * *( ) ( ) ( )P P PVar y Y YB y B y         2 2 2 221 2 1  

    * * *( ) ( ) ( )P P PVar y B y Y Y B y   
               

22 1 1 2  

    * *( ) ( )PPMSE y Y Y B y         
2 1 1 2      (31) 

และเมื่อแทน  *( ) [ ( )]P
f

MSE y Y C gC g KY Xn


  2 2 21
2  และ *( ) ( )P X

f
B y YgC g K

n


 21  ในสมการที่ 31 และจัดรูปจะได  

    
 

   *
.( ) [ ( )] ( )XP new

f f
MSE y Y C gC g K Y Y YgC g KY Xn n

   
           

212 2 2 21
2 1 1 2  

[ ( )] ( )C gC g KY X XNg
Y gC g K Y Y

Ng
      

         
2 2 2 2 2 2 221 2 1 1  

[ ( )] [ ( )]X Y Xg N C g K C g N C g K
Y Y Y

Ng Ng
 

            
      

2 2 2
2 2 2 23 4 2    (32) 

ตอไปหาคา   ที่ ทําใหคาคลาดเคลื่อนกําลังสองเฉลี่ยของ *
.P newy  มีคาต่ําสุดดวยเงื่อนไขที่ จําเปน (Necessary 

condition) คือ 

[ ( )] [ ( )]*( ).
X Y Xg N C g K C g N C g K

MSE y Y Y YPnew Ng Ng
  

           
                

2 2 2
2 2 2 23 4 2  

           
[ ( )] [ ( )]X Y Xg N C g K C g N C g K

Y Y
Ng Ng


       

   
      

2 2 2
2 23 4

2 2  

กําหนดให *( ).MSE yP new


 0  จะได 
 

       

[ ( )]

[ ( )]
X

X Y

g N C g K

g N C g K C
  


  

2

2 23 4
     (33) 

เมื่ อ  
n

g
N n


  

และ
 

CYK
CX

 และเงื่อนไขที่ เพี ย งพอ (Sufficient condition) ที่ ทํ าให  *
.( )PnewMSE y  มีค าต่ํ าสุด  เมื่ อ 

[ ( )]

[ ( )]
X

X Y

g N C g K

g N C g K C


 


  

2

2 23 4
 คือ 

 

[ ( )] [ ( )]*( ).
X Y Xg N C g K C g N C g K

MSE y Y YPnew Ng Ng


           
               

2 2 2
2 2

2

2
3 42 2  

       
[ ( )]X Yg N C g K C

Y
Ng


   
 
  

2 2
23 4

2  

        0  
ดังนั้นตัวประมาณแบบผลคูณคูกันที่ปรับปรุงใหมของคาเฉลี่ยประชากร Y  ในการเลือกตัวอยางสุมแบบงายชนิดไม

คืนที่ 
* *
.Pnew Py y  มีคา *

.( )P newMSE y  ต่ําสุด ก็ตอเมื่อ คา 
[ ( )]

[ ( )]
X

X Y

g N C g K

g N C g K C
 

 
 

  

2

0 2 23 4
 และแทนคา   ในสมการท่ี 

32 ดวย 0  จะไดคาคลาดเคลื่อนกําลังสองเฉลี่ยต่ําสุดของ *
.P newy  คือ 

 

*( )
.

( )
( )opt X
P new

N C g K
MSE y Y

N


     
 

2
2

01      (34) 
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3. หาเงื่อนไขท่ีทําใหตัวประมาณแบบผลคูณคูกันท่ีปรับปรุงใหมมีประสิทธิภาพดกีวาตัวประมาณของ Bandyopadhyay (1980) 

 พิจารณา * *
.( ) ( )P new PMSE y MSE y  

      * **( ) ( ) ( )PP PMSE y Y Y B y MSE y          
2 1 1 2  

      * *( ( ) ( )) PPMSE y Y Y B y         2 1 1 1 2  

      * *( ( ) ( )) PPMSE y Y Y B y         
  1 1 1 2  

     * * *( ) ( ) ( )P P PMSE y MSE y Y Y YB y         
2 21 2  

     * * *( ) [ ( ) ( ) ]P P PMSE y Y MSE y YB y Y       
2 21 2  

ซึ่ง * *
.( ) ( )P new PMSE y MSE y  0  ก็ตอเมื่อ  

     * * *( ) [ ( ) ( ) ]P P PMSE y Y MSE y YB y Y       
2 21 2 0     (35) 

 และหาเงื่อนไขที่เหมาะสมของคา   ที่ทําใหประสิทธิภาพของตัวประมาณ *
.Pnewy  ดีกวาตัวประมาณ *

Py  โดย

แบงการพิจารณาออกเปนสองกรณี ดังน้ี 

กรณีที่ 1 ถา   1 จากอสมการที่ 35 หารดวย  1  จะได 
* * *( ) [ ( ) ( ) ]P P PMSE y Y MSE y YB y Y   2 22 0  

ในกรณีนี้เงื่อนไขที่เหมาะสมของคา   คือ 
*

* *
( )

( ) ( )

P

P P

Y MSE y

MSE y YB y Y



 

 

2

2
1

2
 

จัดรูป 
*

* *
( )

( ) ( )

P

P P

Y MSE y

MSE y YB y Y



 

2

22
 โดยแทน  

*( )PB y  ดวย ( )X
f
YgC g K

n


21  และ *( )PMSE y  ดวย [ ( )]
f
Y C gC g KY Xn


 2 2 21

2  จะได

 

             

*

* *

[ ( )]
( )

( ) ( ) [ ( )] ( )

Y X
P

P P Y X X

f
Y Y C gC g K

nY MSE y
f fMSE y YB y Y Y C gC g K Y YgC g K Y

n n

      
          

2 2 2

2 2 2 2

2
2

2 2

1 2

1 12 2 2
 

[ ( )]

[ ( )] ( )

Y X

Y X X

C gC g K
Ng

C gC g K gC g K
Ng Ng

  


       

2 2

2 2 2

11 2
1 12 2 1

 

Y X X

Y X X X X

Ng C g C gC K

C g C gC K g C gC K Ng

  


    

2 2 2 2

2 2 2 2 2 2 2

2
2 2 2

 

[ ( )]

[ ( )]
X Y

X Y

g N C g K C

g N C g K C

  


  

2 2

2 2

2
3 4

 

ดังนั้น ในกรณีที่   1 เงื่อนไขที่เหมาะสมของคา   คือ 

         

[ ( )]

[ ( )]
X Y

X Y

g N C g K C

g N C g K C


  
 

  

2 2

2 2
12

3 4
     (36) 

กรณีที่ 2 ถา   1 จากอสมการที่ 35 หารดวย  1  จะได 

* * *( ) [ ( ) ( ) ]P P PMSE y Y MSE y YB y Y   2 22 0  
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ในกรณี น้ี เงื่ อน ไขที่ เหมาะสมของค า   คือ  
*

* *
( )

( ) ( )

P

P P

Y MSE y

MSE y YB y Y



 

 

2

2
1

2
 

ในทํ านองเดียว กันกับกรณี ที่  1 จัดรูป 

*

* *
( )

( ) ( )

P

P P

Y MSE y

MSE y YB y Y



 

2

22
 จะได 

    

         

[ ( )]

[ ( )]
X Y

X Y

g N C g K C

g N C g K C


  
 

  

2 2

2 2
1 2

3 4
     (37) 

ดังนั้น *
.( )P newMSE y  มีคานอยกวา *( )PMSE y

 
หรือกลาวไดวาตัวประมาณ *

.P newy  มีประสิทธิภาพดีกวาตัวประมาณ 
*
Py  ก็ตอเมื่อคาคงตัว   สอดคลองกับอสมการที่ 36 หรือ 37 

4. หาเง่ือนไขที่ทําใหตัวประมาณแบบผลคูณคูกันที่ปรับปรุงใหมมีประสิทธิภาพดีกวาตัวประมาณของ Sharma and Tailor 

(2010) Choudhury and Singh (2012a) Choudhury and Singh (2012b) และ Adebola and Adegoke (2015) 

เนื่องจากตัวประมาณของ Sharma and Tailor (2010) ˆ
bkY 1  Choudhury and Singh (2012a) *

PRy  Choudhury and 

Singh (2012b)  RdPy  และ Adebola and Adegoke (2015) *
pdy  มีคาคลาดเคลื่อนกําลังสองเฉลี่ยต่ําสุดเทากันดังแสดงในสมการ

ที่  1 6 ,  2 0 ,  2 4  แ ล ะ  2 8  ต า ม ลํ า ดั บ  คื อ  ( ) Y X
Y

f C C K
Y C Y

n Ng


  
   

 


2 2 2
22 2 21

1  จึ ง นํ า ม า เป รี ย บ เที ย บ กั บ 

*( )
.

( )
( )

opt X
P new

N C g K
MSE y Y

N


     
 

2
2

01  ในสมการที่ 34 ไดดังนี ้

( ) ( )X Y X X Y XN C g K C C K N C g K C C K
Y Y Y

N Ng N Ng
 

                        
     

2 2 2 2 2 2 2 2
2

0 0
2 21 1  

ซึ่งตัวประมาณ *( )
.
opt

P newy  มีประสิทธิภาพดีกวาตัวประมาณ ˆ
bkY 1 , *

PRy , RdPy  และ *
pdy  ก็ตอเมื่อ 

( )X Y XN C g K C C K
Y

N Ng


       
 

2 2 2 2

0
2 1 0  จะได  

[ ( )]
X Y

X

Ng C K C

g N C g K
  


 

2 2 2

0 2
      (38) 

5. ตัวอยางการคํานวณเชิงตัวเลข 

ผลการศึกษาในสวนนี้เพ่ือทดสอบวา ผลลัพธเชิงตัวเลขมีความสอดคลองกับผลลัพธเชิงทฤษฎีหรือไม ดังนั้นผูวิจัยจึงได

นําเสนอตัวอยางเชิงตัวเลขเพ่ือแสดงใหเห็นวาผลลัพธเชิงตัวเลขสนับสนุนผลการศึกษาเชิงทฤษฎี โดยทําการศึกษาจากขอมูลประชากร 

2 ชุด ดังน้ี 

ขอมูลประชากรชุดที่ 1 เปนขอมูลจาก Singh (1969) เมื่อจํานวนลูกจางหญิงเปนตัวแปรที่สนใจ Y  และจํานวนหญิงท่ีมี

การศึกษาเปนตัวแปรชวย X  โดยขนาดของประชากรเทากับ 61 และขนาดตัวอยางเทากับ 10 ลักษณะของประชากรและ

คาพารามิเตอรของประชากรเปนดังนี้ ,N  60 ,n  10 ,.Y  7 46 ,X  179 ,.YC  0 7104 .XC  0 2516  และ .  0 207  

คํานวณคา .g  0 196078 , .K  0 58447  และ 
*( ) .PB y  0 00301 

ขอมูลประชากรชุดท่ี 2 เปนขอมูลจาก Subramani and Ajith S (2017) ลักษณะของประชากรและคาพารามิเตอรของ

ประชากรเปนดังนี้ ,N  100 ,n  10 ,.Y  1 0568 ,.X  0 7717 ,.YC  0 8787 .XC  1 1368  และ .  0 0919  คํานวณคา 

.g  0 111111 , .K  0 071035  และ 
*( ) .PB y  0 002488  

ขอมูลประชากรชุดที่ 3 เปนขอมูลจาก Kadilar and Cingi (2003) ซึ่งขอมูลดังกลาวเปนขอมูลผลผลิตของแอปเปล โดย

ปริมาณผลผลิตของแอปเปล (1 หนวย = 100 ตัน) เปนตัวแปรที่สนใจศึกษาY  และจํานวนตนแอปเปล (1 หนวย = 100 ตน) เปนตัว
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แปรชวย X  ใน 106 หมูบาน (ที่มา: Instutute of statistics, Republic of Turkey) โดยใชขนาดตัวอยางเทากับ 20 ซึ่งลักษณะของ

ประชากรและคาพารามิเตอรของประชากรเปนดังนี้ ,N 106 ,n20 ,.Y 15 37  ,.X 243 76 ,.YC 4 18  .XC 2 20  และ 
.0 82  คํานวณคา .g  0 232558 , .K  1 558  และ

 
*( ) .PB y 1 2566  

ขอมูลประชากรชุดท่ี 4 เปนขอมูลจาก Steel and Torrie (1960) เมื่อคาล็อกของเวลาในการเผาไหมของใบไม เปนตัวแปรท่ี

สนใจ Y  และรอยละของคลอรีนเปนตัวแปรชวย X  โดยขนาดของประชากรเทากับ 30 และขนาดตัวอยางเทากับ 6 ลักษณะของ

ประชากรและคาพารามิเตอรของประชากรเปนดังนี้ ,N 30 ,n6 ,.Y 0 686 ,.X 0 8077 ,.YC 0 7001 .XC 0 7469  และ 
.0 4996  คํานวณคา .g  0 25 , .K  0 26124  และ 

*( ) .PB y  0 0028  

ตารางที่ 1 คา ( ) 0 , คา 
[ ( )]

[ ( )]
X Y

X Y

g N C g K C

g N C g K C

  

  

2 2

2 2

2

3 4
, คา 

[ ( )]
X Y

X

Ng C K C

g N C g K

 

 

2 2 2

2
และคาคลาดเคลื่อนกําลังสองเฉลี่ยของ 

ตัวประมาณ *
Py , *

.P newy , ˆ
bkY 1 , *

PRy , RdPy  และ *
pdy  

ประชากร   หรือ 0  
[ ( )]

[ ( )]
X Y

X Y

g N C g K C

g N C g K C

  

  

2 2

2 2

2

3 4  [ ( )]
X Y

X

Ng C K C

g N C g K

 

 

2 2 2

2
 

MSE
 

*
Py  

ˆ
bkY 1 , *

PRy , 

RdPy  และ 

*
pdy

 

*
.P newy  

ชุดที่ 1 0.9608 0.9193 0.9600 2.2920 2.2475  2.2030 

ชุดที่ 2 0.9303 0.8640 0.9290 0.0813 0.0770  0.0754 

ชุดที่ 3 0.5341 0.2088 0.7098 203.5612 54.8538 99.7345 

ชุดที่ 4 0.9535 0.8737 0.9548 0.0247 0.0231  0.0237 
 

 จากตารางที่ 1 พบวา ขอมูลประชากรทั้ง 4 ชุด มีคา *
.( )P newMSE y  นอยกวา *( )PMSE y  และเมื่อพิจารณาคา   ที่

คํานวณได พบวา 
[ ( )]

[ ( )]
X Y

X Y

g N C g K C

g N C g K C


  
 

  

2 2

2 2

2
1

3 4
 แสดงวา คา   ที่คํานวณไดสอดคลองกับเงื่อนไขดังอสมการที่ 36 ดังนั้น 

ตัวประมาณ *
.P newy  มีประสิทธิภาพดีกวาตัวประมาณ *

Py  นอกจากนี้พบวา ขอมูลประชากรชุดที่  1 และชุดที่  2 มีค า 

*
.( )P newMSE y  นอยกวา ˆ( )bkMSE Y 1 , *( )PRMSE y , ( )RdPMSE y  และ *( )pdMSE y  และเมื่อพิจารณาคา 0  ที่คํานวณได 

พบวา 
[ ( )]

X Y

X

Ng C K C

g N C g K
  


 

2 2 2

0 2
 แสดงวา คา 0  ที่คํานวณไดสอดคลองกับเงื่อนไขดังอสมการที่ 38 ดังนั้นตัวประมาณ *

.P newy   

มีประสิทธิภาพดีกวาตัวประมาณ ˆ
bkY 1 , *

PRy , RdPy  และ *
pdy

 
แตขอมูลประชากรชุดที่ 3 และชุดที่ 4 มีคา *

.( )P newMSE y  

ม าก กว า  ˆ( )bkMSE Y 1 , *( )PRMSE y , ( )RdPMSE y  แ ล ะ  *( )pdMSE y  แ ล ะ เมื่ อ พิ จ ารณ าค า  0  ที่ คํ าน วณ ได  พ บ ว า 

[ ( )]
X Y

X

Ng C K C

g N C g K
  


 

2 2 2

0 2
 ซึ่งคา 0  ที่คํานวณไดไมสอดคลองกับเงื่อนไขดังอสมการที่ 38  ดังนั้นตัวประมาณ ˆ

bkY 1 , *
PRy , RdPy  

และ *
pdy

 
จึงมีประสิทธิภาพดีกวาตัวประมาณ *

.P newy   
 

สรุปและอภิปรายผลการวิจัย 

 งานวิจัยนี้เสนอตัวประมาณแบบผลคูณคูกันท่ีปรับปรุงใหมของคาเฉลี่ยประชากร Y  ในการเลือกตัวอยางสุมแบบงาย ซึ่งปรับ

จากตัวประมาณแบบผลคูณคูกันของ Bandyopadhyay (1980) โดยนําคาคงตัวมาคูณ พรอมทั้งหาความเอนเอียงและคาคลาดเคลื่อน

กําลังสองเฉลี่ยของตัวประมาณที่ปรับปรุงใหม อีกทั้งเปรียบเทียบคาคลาดเคลื่อนกําลังสองเฉลี่ยของตัวประมาณท่ีปรับปรุงใหมกับตัว

ประมาณของ Bandyopadhyay (1980) Sharma and Tailor (2010) Choudhury and Singh (2012a) Choudhury and Singh 
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(2012b) และ Adebola and Adegoke (2015) ในเชิงทฤษฎี ผลการวจิัยพบวา ตัวประมาณท่ีปรับปรุงใหมมีคาคลาดเคลื่อนกําลังสอง

เฉลี่ยต่ํากวาตัวประมาณของ Bandyopadhyay (1980) อยางมีเงื่อนไขตามอสมการท่ี 36 หรือ 37 และตัวประมาณที่ปรับปรุงใหมมีคา

คลาดเคลื่อนกําลังสองเฉลี่ยต่ํากวาตัวประมาณของ Sharma and Tailor (2010) Choudhury and Singh (2012a) Choudhury 

and Singh (2012b) และ Adebola and Adegoke (2015) อยางมีเงื่อนไขตามอสมการที่ 38 นอกจากนี้การคํานวณเชิงตัวเลขจาก

ประชากรทั้งสี่ชุด พบวา ผลการคํานวณเชิงตัวเลขสอดคลองกับผลลัพธเชิงทฤษฎี ซึ่งจะเห็นไดวา การปรับตัวประมาณโดยนําคาคงตัว

มาคูณจะทําใหตัวประมาณท่ีปรับปรุงใหมมีประสิทธิภาพดีกวาตัวประมาณเดิมอยางมีเงื่อนไข ดังเชนผลการศึกษาของ Prasad (1989) 

หรือผลการศึกษาของ นิวัตร และคณะ (2552) ดังท่ีไดกลาวไวในบทนํา 
 

ขอเสนอแนะ 

การประมาณคาเฉลี่ยประชากรโดยใชตัวประมาณแบบผลคูณคูกันที่ปรับปรุงใหมสําหรับการเลือกตัวอยางสุมแบบงายใน

งานวิจัยน้ี เหมาะสําหรับกรณีที่ทราบคาเฉลี่ยประชากรของตัวแปรชวย สําหรับคาพารามิเตอรที่เก่ียวของที่ปรากฏในคา   (หรือ 0 ) 

และคา 
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 ในอสมการที่ 36 และ 37 และคา 
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 ในอสมการที่ 38 ในทางปฏิบัติอาจไม

ทราบคาเหลานี้ ก็อาจประมาณไดจากขอมูลตัวอยาง 
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