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บทคัดย่อ 
งานวิจัยนี้มีวัตถุประสงค์เพ่ือศึกษาการจัดกลุ่มด้วยวิธีเอ็มพิลิคัลเบส์ผสมผสานกับเนียเรสเนเบอร์ (EBNN) 

เม่ือข้อมูลมีการแจกแจงเสถียรปกติ การแจกแจงโคชี และการแจกแจงเลวี โดยกําหนดการแจกแจงเบื้องต้นท่ีให้
สารสนเทศท่ีเป็นประโยชน์คือกรณีท่ีไม่ทราบค่าเฉลี่ยแต่ทราบความแปรปรวนของประชากรข้อมูล ในงานวิจัยนี้จะ
แบ่งออกเป็น 2 ส่วนเท่า ๆ กัน คือ ส่วนข้อมูลเรียนรู้และส่วนข้อมูลทดสอบท่ีมีขนาดตัวอย่างเป็น 100 และ 500 
สําหรับการจําแนกข้อมูลออกเป็น 2 กลุ่ม ทําการจําลองข้อมูลโดยเทคนิคมอนติคาร์โลและกระทําซํ้า 5,000 คร้ัง 
ในแต่ละสถานการณ์ท่ีกําหนด และใช้ค่าเฉลี่ยของเปอร์เซ็นต์การจัดกลุ่มถูกต้องเป็นเกณฑ์ในการเปรียบเทียบ 
ผลการวิจัยพบว่าวิธี EBNN ให้ผลการจัดกลุ่มดีกว่าวิธีเอ็มพิริคัลเบส์ทุกการแจกแจงท่ีศึกษา ซ่ึงเม่ือจํานวนค่าสังเกต 
(k) ท่ีอยู่ใกล้ค่าสังเกตค่าใหม่เพ่ิมมากข้ึน เปอร์เซ็นต์การจัดกลุ่มข้อมูลถูกต้องมีแนวโน้มสูงข้ึนในทุกการแจกแจงของ
ข้อมูล และกรณีข้อมูลมีการแจกแจงเสถียรปกติและการแจกแจงเลวี เม่ือขนาดตัวอย่างเพ่ิมข้ึนเปอร์เซ็นต์การจัด
กลุ่มข้อมูลถูกต้องมีแนวโน้มสูงข้ึนเช่นกัน  
 

ABSTRACT 
The propose of this research aimed to investigate a classification technique using 

Empirical Bayes in combination with Nearest Neighbor (EBNN) when data are distributed as 
Stable-normal, Cauchy and Levy distributions. The study is performed using informative priors, 
normal distributions with unknown mean but known variance. Data employed in this study were 
generated into two equal sets, consisting of training set and test set with the sample sizes 100 
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and 500 for the binary classification. In each situation, the data are simulated with Monte Carlo 
technique and repeated 5,000 times. The average percentage of correct classification is used as 
criteria for comparison. The results found that EBNN method exhibited an improved 
performance over Empirical Bayes method in all distributions under study. Increasing 
neighborhood (k) exhibited higher percentages of correct classification in all distributions. Stable-
normal and Levy distribution with increasing sample size also exhibited higher percentages of 
correct classification. 
 

คําสําคัญ: การจัดกลุ่ม เอ็มพิริคัลเบส์ การแจกแจงเสถียรปกติ การแจกแจงโคชี การแจกแจงเลวี 
Keywords: Classification, Empirical Bayes, Stable-normal distribution, Cauchy distribution, Levy 
distribution 
 

บทนํา 
การจัดกลุ่ม (Classification) เป็นการจัดกลุ่มของข้อมูลหรือการเดาค่าของข้อมูลโดยท่ีตัวแปรอิสระเป็น

ตัวแปรเชิงปริมาณหรือตัวแปรเชิงคุณภาพก็ได้ หลักของการจัดกลุ่มจะต้องกําหนดกลุ่มล่วงหน้าให้กับข้อมูล โดย
จําแนกข้อมูลออกเป็นกลุ่มย่อยหลาย ๆ กลุ่มต้ังแต่ 2 กลุ่มข้ึนไป ซ่ึงข้อมูลท่ีอยู่กลุ่มเดียวกันจะต้องมีความ
คล้ายคลึงกัน ส่วนข้อมูลท่ีอยู่ต่างกลุ่มกันจะมีความแตกต่างกัน การจัดกลุ่มจะจําแนกค่าสังเกตค่าใหม่ (New 
observation) ให้อยู่กลุ่มใดกลุ่มหนึ่งได้อย่างเหมาะสม (Johnson and Wichern, 2002; Hachicha and 
Ghorbel, 2012) ซ่ึงในปัจจุบันได้มีแนวคิดใหม่เกี่ยวกับการจัดกลุ่มเกิดข้ึน คือเป็นการนําเอาข้อดีของแต่ละวิธีการ
จัดกลุ่มมาผสมผสานกันจนเกิดเป็นเทคนิคการจัดกลุ่มใหม่ ซ่ึงให้ผลการจัดกลุ่มดีกว่าวิธีเด่ียว ๆ แบบไม่ผสมผสาน 
เช่นงานวิจัยของ Guo and Chakraborty (2009) ได้ผสมผสานวิธีเบส์เซียนร่วมกับวิธีเนียเรสเนเบอร์ ซ่ึงเรียกวิธี
ดังกล่าวว่าวิธีเบส์เซียนด้วยการปรับเนียเรสเนเบอร์ (BANN) Aci, Inan and Avci (2010) ได้ศึกษาวิธีการ
ผสมผสานวิธีการจัดกลุ่มสามวิธีเข้าด้วยกันได้แก่ วิธีเค-เนียเรสเนเบอร์ วิธีเบส์เซียน และวิธีเจเนติกอัลกอรึทึม 
Ghosh and Godtliebsen (2011) ได้พัฒนาวิธีการผสมผสานการจัดกลุ่ม และทําการเปรียบเทียบประสิทธิภาพ
การจัดกลุ่มในกรณีพาราเมตริก (Parametric) และไม่ใช้พาราเมตริก (Nonparametric) Deetae et al. (2013) 
ได้ผสมผสานวิธีเอ็มพิลิคัลเบส์และวิธีเนียเรสเนเบอร์ ซ่ึงเรียกวิธีดังกล่าวว่าวิธีเอ็มพิลิคัลเบส์ผสมผสานกับเนียเรสเน
เบอร์ (EBNN) ซ่ึงจากงานวิจัยจะเห็นว่าการจัดกลุ่มแบบผสมผสานแต่ละวิธีเข้าด้วยกันเป็นแนวคิดท่ีดีและให้ผลการ
จัดกลุ่มดีกว่าวิธีเด่ียว ๆ 

ลักษณะของข้อมูลก็มีความสําคัญอย่างมากในการเลือกวิธีการจัดกลุ่ม เพ่ือให้ผลการจัดกลุ่มมี
ประสิทธิภาพที่ดีนั้นจึงมีการพิจารณาเลือกปัจจัยหรือตัวแปรอิสระต่าง ๆ ให้เหมาะสมและสอดคล้องกับสมมติฐาน
เบื้องต้นของวิธีการจัดกลุ่มนั้น ๆ และอีกปัจจัยหนึ่งท่ีมีความสําคัญอย่างมากคือลักษณะการแจงแจงของข้อมูล ซ่ึง
โดยท่ัวไปการใช้วิธีการวิเคราะห์จําแนกกลุ่ม ตัวแปรอิสระจะต้องมีการแจกแจงแบบปกติเชิงพหุ (Multivariate 
Normal Distribution) แต่ในทางการปฏิบัติพบว่าบ่อยคร้ังข้อมูลท่ีนํามาวิเคราะห์มาจากประชากรท่ีมีการแจกแจง
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ลักษณะอ่ืนหรือข้อมูลอาจมีการแจกแจงท่ีเบ้ขวา (Right Skewed Distribution) หรือเบ้ซ้าย (Left Skewed 
Distribution) หรือข้อมูลอาจมีการแจกแจงท่ีมีลักษณะหางหนา (Heavy-tailed distribution) หรือลักษณะหาง
บาง (Light-tailed distribution) ซ่ึงเราไม่สามารถใช้การวิเคราะห์จําแนกกลุ่มแบบดั้งเดิมได้เพราะอาจทําให้ผล
ของการจัดกลุ่มท่ีได้ไม่มีประสิทธิภาพเพียงพอ 

โดยการแจกแจงหางหนาเป็นอีกหนึ่งการแจกแจงท่ีน่าสนใจเนื่องจากการแจกแจงหางหนามีการแจกแจง
ย่อย (Sub class distribution) ทําให้เกิดข้อมูลท่ีมีการแจกแจงท่ีหลากหลาย ดังนั้นผู้วิจัยจึงสนใจศึกษาวิธีการจัด
กลุ่มเม่ือข้อมูลมีการแจกแจงเสถียร (Stable distribution) ซ่ึงเป็นการแจกแจงย่อยของการแจกแจงหางหนา และ
การแจกแจงเสถียรเป็นการแจกแจงเดียวท่ีถูกรองรับโดยทฤษฎีบทลิมิตสู่ส่วนกลางวางนัยท่ัวไป (Generalized 
central limit theorem) (Ravi and Butar, 2010) โดยการแจกแจงเสถียร ประกอบไปด้วยการแจกแจงเสถียร
ปกติ (Stable-normal distribution) การแจกแจงโคชี (Cauchy distribution) และการแจกแจงเลวี (Levy 
distribution) และใช้วิธีการจัดกลุ่มด้วยวิธี EBNN โดยงานวิจัยนี้แบ่งข้อมูลออกเป็น 2 ชุด คือ ชุดของหน่วย
ตัวอย่างท่ีใช้ในการสร้างเกณฑ์การจําแนก เรียกว่า ชุดข้อมูลเรียนรู้ (Training sets) และชุดของหน่วยตัวอย่างท่ีใช้
ในการทดสอบเกณฑ์การจําแนกท่ีสร้างข้ึน เรียกว่า   ชุดข้อมูลทดสอบ (Test sets) และเม่ือสร้างเกณฑ์การจําแนก
จากชุดข้อมูลเรียนรู้แล้ว จึงนําเกณฑ์ท่ีได้ไปใช้ในการจัดกลุ่มของค่าสังเกตค่าใหม่ท่ีอยู่ในชุดข้อมูลทดสอบว่าควรจัด
อยู่ในกลุ่มใด โดยใช้เปอร์เซ็นต์การจัดกลุ่มถูกต้องเป็นเกณฑ์ในการเปรียบเทียบ 

 

วัตถุประสงค์ของการวิจัย 
 เพ่ือศึกษาการจัดกลุ่มด้วยวิธี EBNN โดยกําหนดการแจกแจงเบ้ืองต้นท่ีให้สารสนเทศท่ีเป็นประโยชน์ 

(Informative priors) คือกรณีท่ีไม่ทราบค่าเฉลี่ยแต่ทราบความแปรปรวนของประชากร สําหรับข้อมูลท่ีมีการแจก
แจงเสถียร ดังนี้ 

1. เพ่ือศึกษาการจัดกลุ่มข้อมูลด้วยวิธี EBNN เม่ือข้อมูลมีการแจกแจงเสถียรปกติ  
2. เพ่ือศึกษาการจัดกลุ่มข้อมูลด้วยวิธี EBNN เม่ือข้อมูลมีการแจกแจงโคชี 
3. เพ่ือศึกษาการจัดกลุ่มข้อมูลด้วยวิธี EBNN เม่ือข้อมูลมีการแจกแจงเลวี 

 

ขอบเขตของการวิจัย 
การวิจัยคร้ังนี้เป็นการศึกษาวิธีการจัดกลุ่มเม่ือข้อมูลมีการแจกแจงเสถียรปกติ การแจกแจงโคชี และการ

แจกแจงเลวี ด้วยวิธี EBNN และสร้างโปรแกรมจําลองทางคอมพิวเตอร์ สําหรับการประยุกต์ใช้ในกรณีศึกษา ซ่ึง
กําหนดขอบเขตวิจัยดังนี้ 

1. กําหนดตัวแปรอิสระเป็นข้อมูลเชิงปริมาณ  
2. ทําการแบ่งกลุ่มตัวอย่างออกเป็น 2 กลุ่ม 
3. ศึกษาการจัดกลุม่ด้วยวิธี EBNN ในกรณีท่ีไม่ทราบค่าเฉลี่ยแต่ทราบความแปรปรวนของประชากร 

เม่ือข้อมูลมีการแจกแจงเสถียรปกติ การแจกแจงโคชี และการแจกแจงเลวี  
4. ในแต่ละสถานการณ์จะแบ่งข้อมูลออกเป็นชุดข้อมูลเรียนรู้ และชุดข้อมูลทดสอบอย่างละเท่า ๆ กัน 
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5. กําหนดขนาดตัวอย่าง ( )n ท่ีสนใจศึกษาเป็น 100 และ 500 
6. กําหนดพารามิเตอร์ของการแจกแจงเสถียร  เม่ือ 0 2  , 1 1   , 

R  และ 0   
7. จําลองข้อมูลโดยเทคนิคมอนติคาร์โล กระทําซํ้า 5,000 คร้ังในแต่ละสถานการณ์ท่ีกําหนด แล้ว

คํานวณค่าเฉลี่ยของเปอร์เซ็นต์การจัดกลุ่มถูกต้องเพื่อนํามาเปรียบเทียบประสิทธิภาพของการจัด
กลุ่ม 

 

วิธีดําเนินการวิจัย 
1. สร้างข้อมูลในการวิจัย  

กําหนดลักษณะของตัวแปรอิสระให้เป็นข้อมูลเชิงปริมาณท่ีมีการแจงแจงเสถียรโดยประกอบไปด้วย
พารามิเตอร์ท้ังหมด 4 พารามิเตอร์ (Sundaram and McDonald, 2010) ดังตารางท่ี 1 
ตารางท่ี 1 พารามิเตอร์ของการแจกแจงเสถียร 

พารามิเตอร์ ความหมายของพารามิเตอร์ ขอบเขตของพารามิเตอร์ 
  รูปแบบของการแจกแจง 0 2   
  ความเบ ้ 1 1    
  ลักษณะตําแหน่ง R   
  ขนาดสัดส่วน 0   

 

การแจกแจงเสถียรเป็นการใช้ความรู้พ้ืนฐานของทฤษฎีการแจกแจงประเภทหน่ึงของการแจกแจงความ
น่าจะเป็นและมีฟังก์ชันลักษณะเฉพาะ ซ่ึงการแจกแจงเสถียรมีลักษณะหางหนาและอาจจะมีลักษณะเบ้ 
(Skewness) (Ravi and Butar, 2010; Deetae et al., 2013) เม่ือมีการปรับค่าพารามิเตอร์ของการแจกแจง
เสถียรจะทําให้รูปแบบการแจกแจงเปลี่ยนแปลงไปเป็นการแจกแจงลักษณะอ่ืน ๆ ได้ โดยการแจกแจงเสถียร
ประกอบไปด้วยการแจกแจงท่ีสําคัญท้ังหมด 3 การแจกแจง ได้แก่  

การแจกแจงเสถียรปกติ (Stable-normal distribution)  2~ ,X N    มีฟังก์ชันความหนาแน่น
ความน่าจะเป็น 
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เม่ือ 2, 0    
การแจกแจงโคชี (Cauchy distribution)  ~ ,X Cauchy    มีฟังก์ชันความหนาแน่นความน่า 

จะเป็น 
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การแจกแจงเลวี (Levy distribution)  ~ ,X Levy    มีฟังก์ชันความหนาแน่นความน่าจะเป็น 
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โดยลักษณะฟังก์ชันความหนาแน่นความน่าจะเป็นของการแจกแจงเสถียรปกติ การแจกแจงโคชี และการ
แจกแจงเลวี แสดงได้ดังรูปท่ี 1 
 
 
 
 
 
 
 
 
 
รูปท่ี 1 ฟังก์ชันความหนาแน่นความน่าจะเป็นของการแจกแจงเสถียรปกติ การแจกแจงโคชี และการแจกแจงเลวี 

 

เม่ือมีการปรับค่าพารามิเตอร์   และ   ของการแจกแจงเสถียรจะทําให้รูปแบบฟังก์ชันความ
หนาแน่นความน่าจะเป็นและฟังก์ชันความน่าจะเป็นสะสมเปล่ียนแปลงไป ดังรูปท่ี 2 และ 3 

 
รูปท่ี 2 กราฟ (a) ฟังก์ชันความหนาแน่นความน่าจะเป็น และ (b) ฟังก์ชันความน่าจะเป็นสะสม เม่ือ

เปลี่ยนแปลงพารามิเตอร์   
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รูปท่ี 3 กราฟ (a) ฟังก์ชันความหนาแน่นความน่าจะเป็น และ (b) ฟังก์ชันความน่าจะเป็นสะสม 
เม่ือเปล่ียนแปลงพารามิเตอร์   

2. ทฤษฎีเอ็มพิริคัลเบส์ (Empirical Bayes Theorem) 
ทฤษฎีเอ็มพิริคัลเบส์ถูกนํามาประยุกต์ใช้คร้ังแรกโดย Robbins ใน ค.ศ. 1955 (Carlin and Louis, 

2009) โดยหลักของทฤษฎีเอ็มพิริคัลเบส์มีความแตกต่างจากทฤษฎีเบส์ เนื่องจากทฤษฎีเบส์มักจะทราบค่าไฮเปอร์
พารามิเตอร์ หรือถ้าไม่ทราบค่าไฮเปอร์พารามิเตอร์จะนําความรู้เดิมมาช่วยประเมินค่า (Assessment) ไฮเปอร์
พารามิเตอร์ดังกล่าว โดยไม่เกี่ยวข้องกับข้อมูลท่ีศึกษา ส่วนทฤษฎีเอ็มพิริคัลเบส์นั้นจะทําการประมาณค่าไฮเปอร์
พารามิเตอร์ โดยนําข้อมูลท่ีศึกษามาช่วยในการหาค่าประมาณไฮเปอร์พารามิเตอร์ ซ่ึงจะต้องคํานวณหาฟังก์ชันการ
แจกแจงส่วนริมภายหลัง (Posterior marginal distribution function) ของข้อมูลท่ีศึกษาก่อน แล้วจึงนําการ
แจกแจงส่วนริมภายหลังไปหาค่าประมาณไฮเปอร์พารามิเตอร์ด้วยวิธีแบบเดิม เช่น วิธีภาวะน่าจะเป็นสูงสุดหรือวิธี
โมเมนต์ เป็นต้น แล้วจึงนําค่าประมาณไฮเปอร์พารามิเตอร์ท่ีได้ไปแทนในฟังก์ชันการแจกแจงภายหลังท่ีคํานวณได้
ตามวธีิการของเบส์ 

เม่ือ เป็นตัวแปรสุ่มชนิดไม่ต่อเนื่อง การหาค่าประมาณไฮเปอร์พารามิเตอร์ด้วยวิธีเอ็มพิริคัลเบส์หาได้
จากฟังก์ชันการแจกแจงส่วนริมภายหลัง คือ 

     | | |m x f x h


     

และเม่ือ  เป็นตัวแปรสุ่มชนิดต่อเนื่อง การหาค่าประมาณไฮเปอร์พารามิเตอร์ด้วยวิธีเอ็มพิริคัลเบส์หา
ได้จากฟังก์ชันการแจกแจงส่วนริมภายหลัง คือ 

     | | |m x f x h d


       

โดยท่ี  แทน ฟังก์ชันการแจกแจงส่วนริมภายหลัง 
3. วิธีเอ็มพิลิคัลเบส์ผสมผสานกับเนียเรสเนเบอร์ (EBNN method) 

ให้  เป็นตัวแปรสุ่มท่ีมีการแจกแจงแบบปกติ ท่ีไม่ทราบค่าเฉลี่ยแต่ทราบความ
แปรปรวน โดย  เม่ือ  และ  ถูกกําหนดให้ไม่ทราบค่าเฉล่ียแต่ทราบความแปรปรวน
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ตามลําดับ และกําหนดให้ข้อมูลก่อน (Informative prior) คือ  โดย  เม่ือ   และ 2 แทน
ไฮเปอร์พารามิเตอร์ และจะได้ฟังก์ชันการแจกแจงส่วนริมภายหลัง ดังนี้ 
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โดยคํานวณความน่าจะเป็นพยากรณ์ภายหลัง (Posterior Predictive Probability) ดังนี้ 

( | , ) ( | ) ( | )j jp y x f y x d       
และประมาณค่า ( | , )jp y x   ด้วยเทคนิคมาร์คอฟ เชน มอนติคาร์โล (Markov Chain Monte Carlo: 
MCMC) (Everson and Fieldsend, 2004; Guo and Chakraborty, 2009) ได้ดังนี้ 

( )

1

1
ˆ ( | , ) ( | , )

T
t

j j
i

p y x p y x
T

 


 
 

ดังนั้นความน่าจะเป็นพยากรณ์ภายหลังคือ 
ˆ ˆ ( | , ) ; 1, 2,...,q q jp p y x q Q 

 วิธีเค-เนียเรสเนเบอร์จะถูกประยุกต์ใช้เม่ือต้องการจัดค่าสังเกตค่าใหม่ในชุดข้อมูลทดสอบ โดยพิจารณาจากค่า 
( | , )q jP s L k ท่ีมากท่ีสุด ดังนี้ 

( )( )~
( | , ) (1/ ) k

jq j q si j
P s L k k     

 
เม่ือ

 ( )( )~
k

jq si j
  

แทน จํานวน is  ของกลุ่ม q  ภายในบริเวณใกล้เคียง k  เม่ือ ( )( )jq s  แทนฟังก์ชันดิแรก 
(Dirac function) ซ่ึงถูกกําหนดโดย 

 
 

ซ่ึงในงานวิจัยนี้จะแสดงการหาฟังก์ชันการแจกแจงภายหลังของข้อมูลท่ีมีการแจกแจงเสถียรปกติเท่านั้น ส่วนใน
กรณีท่ีข้อมูลมีการแจกแจงโคชีและการแจกแจงเลวีจะใช้โปรแกรมในการหาค่าประมาณ 

4. อัลกอริทึมของกระบวนการ (Algorithm of the Process) 
โดยกระบวนการท้ังหมดท่ีใช้ในการวิจัย แสดงได้ดังตารางท่ี 2 
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ตารางท่ี 2 อัลกอริทึมของกระบวนการวิจัย 
 

     อัลกอริทึม 

กําหนดชุดข้อมูลเรียนรู้  

กําหนดชุดข้อมูลทดสอบ  

กําหนดจํานวนตัวอย่าง  n  

กําหนดจํานวนรอบกระทําซ้ํา  N  
กําหนดจํานวนค่าสังเกต ( )k  ที่อยู่ใกล้ค่าสังเกตค่าใหม่ 
For   100,500n  กระทําซ้ํา 

สุ่มตัวอย่างจากชุดข้อมูลเรียนรู้ 
สุ่มตัวอย่างจากชุดข้อมูลทดสอบ 

      For 1,2,...,i N กระทําซ้ํา 
หาค่าประมาณไฮเปอร์พารามิเตอร์ (ผลการคํานวณ) 
หาค่าฟังก์ชันการแจกแจงภายหลัง (ผลการคํานวณ) 

                 สร้างคลังข้อมูลของพารามิเตอร์ (ผลการคํานวณ) 
เรียนรู้โดยใช้เทคนิคมาร์คอฟ เชน มอนติคาร์โล 
อัลกอรึทึมสําหรับวิธี EB (ผลการคํานวณ) 
อัลกอรึทึมสําหรับวิธี EBNN (ผลการคํานวณ) 
จัดกลุ่มให้กับค่าสังเกตค่าใหม่ในชุดข้อมูลทดสอบโดยจัดให้อยู่กลุ่มที่มีความ 
น่าจะเป็นพยากรณ์ภายหลังสูงที่สุด (ผลการคํานวณ) 

      End  
คํานวณค่าเฉลี่ยของเปอร์เซ็นต์การจัดกลุ่มถูกต้อง (ผลการคํานวณ) 

End 
 

5. เกณฑ์การตัดสินใจ (Decision Criteria) 
5.1 เปอร์เซ็นต์การจัดกลุ่มถูกต้อง จะพิจารณาประสิทธิภาพของการจัดกลุ่มโดยคํานวณจาก
เปอร์เซ็นต์การจัดกลุ่มถูกต้อง ดังนี้ 

เปอร์เซ็นต์การจัดกลุ่มถูกต้อง 100
Cr

Tstotal
   

 
 เม่ือ  Cr  แทน จํานวนข้อมูลท่ีมีการจัดกลุ่มถูกต้องในชุดข้อมูลทดสอบ 

      Tstotal  แทน จํานวนข้อมูลท้ังหมดของชุดข้อมูลทดสอบ 

 x

 y
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5.2  ประสิทธิภาพสัมพัทธ์ (Relative Efficiency; RE) จะพิจารณาจากเปอร์เซ็นต์การจัดกลุ่ม
ถูกต้องของวิธี 

  EBNN เปรียบเทียบกับวิธี EB ดังนี้ 
EBNN

RE
EB

  

  เม่ือ  EBNN แทน   ค่าเฉลี่ยของเปอร์เซ็นต์การจัดกลุ่มถูกต้องโดยใช้วิธี EBNN 
    EB  แทน  ค่าเฉลี่ยของเปอร์เซ็นต์การจัดกลุ่มถูกต้องโดยใช้วิธี EB 

  เกณฑ์ท่ีใช้วัดคือ 
  ถ้า RE  มีค่ามากกว่า 1  หมายความว่า วิธี EBNN มีประสิทธิภาพมากกว่าวิธี EB 
  ถ้า RE  มีค่าน้อยกว่า 1  หมายความว่า วิธี EBNN มีประสิทธิภาพน้อยกว่าวิธี EB 
  ถ้า RE  มีค่าเท่ากับ 1  หมายความว่า วิธี EBNN และวิธี EB มีประสิทธิภาพเท่ากัน 

 

ผลการวิจัย 
จากวิธีดําเนินการวิจัย ผู้วิจัยได้ศึกษาประสิทธิภาพวิธีการจัดกลุ่มในแต่ละสถานการณ์ท่ีกําหนดตาม

ขอบเขตของการวิจัย ซ่ึงผลการจัดกลุ่มด้วยวิธี EB และวิธี EBNN จะแสดงในตารางท่ี 3 และตารางท่ี 4 ตามลําดับ 
โดยตารางท่ี 5 จะแสดงค่าประสิทธิภาพสัมพัทธ์ระหว่างวิธี EB และวิธี EBNN 

 

ตารางท่ี 3 ค่าเฉลี่ยของเปอร์เซ็นต์การจัดกลุ่มถูกต้องด้วยวิธี EB 

การแจกแจงของข้อมูล ขนาดตัวอย่าง  n  
100 500 

การแจกแจงเสถียรปกติ 95.62 95.79 
การแจกแจงโคชี 79.91 81.43 
การแจกแจงเลวี 60.15 60.02 

  
จากตารางท่ี 3 เป็นการแสดงผลการจัดกลุ่มข้อมูลด้วยวิธี EB ซ่ึงจากตารางพบว่าข้อมูลท่ีมีการแจกแจง

เสถียรปกติให้ผลการจัดกลุ่มท่ีดีท้ังสองขนาดตัวอย่าง และเม่ือขนาดตัวอย่างเพิ่มข้ึนส่งผลให้การจัดกลุ่มดีข้ึนเม่ือ
ข้อมูลมีการแจกแจงเสถียรปกติและการแจกแจงโคชี 
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ตารางท่ี 4 ค่าเฉลี่ยของเปอร์เซ็นต์การจัดกลุ่มถูกต้องด้วยวิธี EBNN 

การแจกแจงของข้อมูล k  
ขนาดตัวอย่าง  n  

100 500 

การแจกแจงเสถียรปกติ 

3 97.01 97.34 

5 97.06 97.37 

7 97.13 97.47 

9 97.16 97.57 

การแจกแจงโคชี 

3 83.48 83.05 

5 84.55 84.34 

7 84.95 84.59 

9 84.85 84.96 

การแจกแจงเลวี 

3 61.69 62.33 

5 62.13 62.50 

7 62.44 62.63 

9 62.84 62.81 
 

จากตารางท่ี 4 เป็นการแสดงผลการจัดกลุ่มข้อมูลด้วยวิธี EBNN ซ่ึงเม่ือขนาดตัวอย่างคงท่ีพบว่า
เปอร์เซ็นต์การจัดกลุ่มข้อมูลถูกต้องมีแนวโน้มสูงข้ึนเม่ือค่า k เพ่ิมมากข้ึนในทุกการแจกแจงของข้อมูล และเม่ือค่า 
k คงท่ีพบว่าเปอร์เซ็นต์การจัดกลุ่มข้อมูลถูกต้องมีแนวโน้มสูงข้ึนเม่ือขนาดตัวอย่างเพิ่มข้ึนในกรณีท่ีข้อมูลมีการแจก
แจงเสถียรปกติและการแจกแจงเลวี แต่เม่ือข้อมูลมีการแจกแจงโคชีพบว่าเปอร์เซ็นต์การจัดกลุ่มข้อมูลถูกต้องมี
แนวโน้มลดลงเม่ือขนาดตัวอย่างเพิ่มข้ึนในกรณีท่ี k = 3, 5, 7 และเม่ือ k = 9  พบว่าเปอร์เซ็นต์การจัดกลุ่มข้อมูล
ถูกต้องมีแนวโน้มสูงข้ึนเม่ือขนาดตัวอย่างเพ่ิมข้ึนเช่นเดียวกับกรณีข้อมูลมีการแจกแจงเสถียรปกติและการแจก
แจงเลวี เม่ือข้อมูลมีการแจกแจงเสถียรปกติพบว่าเปอร์เซ็นต์การจัดกลุ่มข้อมูลถูกต้องสูงสุดมีค่าเท่ากับ 97.57 เม่ือ
ใช้ขนาดตัวอย่างเท่ากับ 500 เม่ือข้อมูลมีการแจกแจงโคชีพบว่าเปอร์เซ็นต์การจัดกลุ่มข้อมูลถูกต้องสูงสุดมีค่า
เท่ากับ 84.96 เม่ือใช้ขนาดตัวอย่างเท่ากับ 500 และเม่ือข้อมูลมีการแจกแจงเลวีพบว่าเปอร์เซ็นต์การจัดกลุ่มข้อมูล
ถูกต้องสูงสุดมีค่าเท่ากับ 62.84 เม่ือใช้ขนาดตัวอย่างเท่ากับ 100 และเม่ือพิจารณาค่าประสิทธิภาพสัมพัทธ์ใน
ตารางท่ี 5 พบว่าวิธี EBNN ให้ผลการจัดกลุ่มดีกว่าวิธี EB ในทุกสถานการณ์ท่ีศึกษา 
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ตารางท่ี 5 ค่าประสิทธิภาพสัมพัทธ์ระหว่างวิธี EB และวิธี EBNN 

การแจกแจงของข้อมูล k  
ขนาดตัวอย่าง  n  

100 500 

การแจกแจงเสถียรปกติ 

3 1.0145 1.0162 

5 1.0151 1.0165 

7 1.0158 1.0175 

9 1.0161 1.0186 

การแจกแจงโคชี 

3 1.0447 1.0199 

5 1.0581 1.0357 

7 1.0631 1.0388 

9 1.0618 1.0434 

การแจกแจงเลวี 

3 1.0256 1.0385 

5 1.0329 1.0413 

7 1.0381 1.0435 

9 1.0447 1.0465 
 

อภิปรายผล 
 จากผลการวิจัยพบว่า เม่ือพิจารณาท้ัง 3 การแจกแจง วิธี EBNN ให้ผลการจัดกลุ่มดีกว่าวิธี EB ในทุก

ขนาดตัวอย่าง ท้ังนี้อาจเป็นผลมาจากวิธี EBNN เกิดจากการผสมผสานวิธีเอ็มพิลิคัลเบส์ร่วมกับวิธีเค-เนียเรสเน
เบอร์ ซ่ึงวิธีเค-เนียเรสเนเบอร์เป็นวิธีการจัดกลุ่มแบบนอนพาราเมตริกท่ีไม่มีข้อกําหนดเกี่ยวกับการแจกแจงของ
ประชากร นั่นคือประชากรมีการแจกแจงแบบใดก็ได้ เม่ือเรานํามาจัดกลุ่มข้อมูลท่ีมีการแจกแจงแบบเสถียร วิธี 
EBNN จึงมีเปอร์เซ็นต์การจัดกลุ่มถูกต้องสูงกว่าวิธี EB ในทุกการแจกแจงท่ีศึกษา นอกจากนี้ยังพบว่าเปอร์เซ็นต์
การจัดกลุ่มข้อมูลถูกต้องมีแนวโน้มสูงข้ึนเม่ือค่า k เพ่ิมข้ึนในทุกการแจกแจงของข้อมูล และกรณีข้อมูลมีการแจก
แจงเสถียรปกติและการแจกแจงเลวี เม่ือขนาดตัวอย่างเพิ่มข้ึนเปอร์เซ็นต์การจัดกลุ่มข้อมูลถูกต้องมีแนวโน้มสูงข้ึน
เช่นกัน 
 

สรุปผลการวิจัย 
เม่ือขนาดตัวอย่างเท่ากับ 100 และ 500 วิธี EB และวิธี EBNN ให้ผลการจัดกลุ่มถูกต้องค่อนข้างสูงเม่ือ

ข้อมูลมีการแจกแจงเสถียรปกติและการแจกแจงโคชี แต่เม่ือข้อมูลมีการแจกแจงเลวีพบว่าเปอร์เซ็นต์การจัดกลุ่ม
ข้อมูลถูกต้องอยู่ในระดับปานกลาง นอกจากนี้ยังพบว่าการจัดกลุ่มข้อมูลด้วยวิธี EBNN ท่ี k = 9 จะให้ผลการจัด
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กลุ่มถูกต้องสูงท่ีสุดในทุกการแจกแจงของข้อมูล และกรณีข้อมูลมีการแจกแจงเสถียรปกติและการแจกแจงเลวี
พบว่าเปอร์เซ็นต์การจัดกลุ่มข้อมูลถูกต้องมีแนวโน้มสูงข้ึนเม่ือขนาดตัวอย่างเพิ่มข้ึน 
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