
ว.วิทย. มข. 44(2) 408-417 (2559)  KKU Sci. J. 44(2) 408-417 (2016) 
 

 
 
 

 

ผลลัพธ์เชิงเปรียบเทียบด้วยพื้นที่ใต้โค้ง ROC และกําลังการทดสอบระหว่าง 
ตัวแบบผสมเชิงเส้นนัยทั่วไปแบบลอจิตสะสมและแบบโพรบิตสะสม 

A Comparative Gain in Areas under ROC Curve and Power of 
Tests Between Cumulative Logit GLMMs and  

Cumulative Probit GLMMs 
 

วีรานันท์  พงศาภักดี* 
ภาควิชาสถิติ คณะวิทยาศาสตร์ มหาวิทยาลัยศิลปากร วิทยาเขตพระราชวังสนามจันทร์ นครปฐม 73000 

*E-mail: pongsapukdee_v@silpakorn.edu, veeranun@hotmail.com 
 

บทคัดย่อ 
ตัวแบบเชิงเส้นนัยท่ัวไป (GLMs) ขยายจากตัวแบบเชิงเส้นแบบธรรมดาท่ีมีอิทธิพลตรึง (fixed effects) 

โดยใช้ฟังก์ชันของค่าเฉลี่ยเป็นฟังก์ชันเชื่อมโยงตัวแปรตอบสนองกับผลรวมเชิงเส้นแทนฟังก์ชันเดิมท่ีเป็นฟังก์ชัน
เอกรูป (identity link function) และสามารถใช้กับการแจกแจงของตัวแปรตอบสนองในวงศ์เลขชี้กําลังด้วย 
ส่วนตัวแบบผสมเชิงเส้นนัยท่ัวไป (GLMMs) ขยายจากตัวแบบเชิงเส้นนัยท่ัวไปเพ่ือให้มีท้ังอิทธิพลตรึงและอิทธิพล
สุ่ม (random effects) ในตัวแบบ และใช้กับข้อมูลท่ีอาจมีความสัมพันธ์กันภายในกลุ่มอีกด้วย อย่างไรก็ตามการ
นําตัวแบบ GLMMs ไปใช้ยังมีปัญหาเร่ืองความซับซ้อนและประสิทธิภาพของตัวแบบ งานวิจัยนี้จึงเปรียบเทียบ
ประสิทธิภาพของตัวแบบผสมเชิงเส้นท่ัวไปลอจิตสะสม (cumulative logit GLMMs) และตัวแบบผสมเชิงเส้น
ท่ัวไปโพรบิตสะสม (cumulative probit GLMMs) ภายใต้พ้ืนท่ีใต้โค้ง ROC และกําลังการทดสอบ ด้วยการจําลอง
แบบข้อมูลเชิงประจักษ์ 1,000 ชุดในแต่ละเงื่อนไขของพารามิเตอร์ ขนาดตัวอย่าง จํานวนกลุ่ม และค่าสหสัมพันธ์
ภายในกลุ่ม โดยใช้โปรแกรมแมโครร่วมกับโปรแกม SAS version 9.1 ผลการวิจัยพบว่าท้ังสองตัวแบบให้พ้ืนท่ีใต้
โค้ง ROC ค่อนข้างสูงใกล้เคียงกัน แต่ตัวแบบผสมเชิงเส้นท่ัวไปลอจิตสะสม มีประสิทธิภาพดีกว่าตัวแบบผสมเชิง
เส้นท่ัวไปโพรบิตสะสมเป็นส่วนใหญ่ โดยผลลัพธ์เชิงเปรียบเทียบให้พ้ืนท่ีใต้โค้ง ROC มากกว่า ซ่ึงมีค่าสูงสุด 0.8% 
ส่วนกําลังการทดสอบมีผลลัพธ์เชิงเปรียบเทียบมีค่าสูงกว่ามาก ค่าสูงสุดประมาณ 10% เม่ือค่าสหสัมพันธ์ภายใน
กลุ่มมีค่าน้อยถึงปานกลางตัวแบบผสมเชิงเส้นท่ัวไปลอจิตสะสมให้ผลลัพธ์ดีกว่าทุกกรณี นอกนั้นเป็นกรณีท่ีมีความ
ซับซ้อน ซ่ึงตัวแบบท้ังสองแม้จะมีประสิทธิภาพน้อยลงบ้างแต่ยังคงภาวะสารูปดีอย่างมีนัยสําคัญทางสถิติท่ี 0.05 
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และให้ผลลัพธ์เชิงเปรียบเทียบใกล้เคียงกัน จึงเป็นตัวแบบเชิงสถิติข้ันสูงสองตัวแบบท่ีอาจนําไปประยุกต์กับข้อมูล
จริงต่อไปอย่างมีความน่าเชื่อถือในเชิงสถิติ 

ABSTRACT 
Generalized Linear Models (GLMs) extend ordinary general linear model with fixed 

effects in the linear predictor by allowing non-normal responses and a link function of the 
mean. The Generalized Linear Mixed Models (GLMMs) are further extensions of GLMs that 
permits both the fixed effect and the random effect in models and account for the dependency 
inherent in data. However, limitation of few applications was found due to the complexity of 
the models and their efficiency. In this article, a further comparative gain in area under ROC 
curves and power of tests between the cumulative logit GLMMs and the cumulative probit 
GLMMs are investigated and discussed. The 1,000 empirical datasets for each condition of 
parameters and the number of clusters and cluster sizes are simulated using SAS rewritten 
macro program. The results reveal that the cumulative logit GLMM is superior (0.8%) to the 
cumulative probit GLMM. As the number of clusters and the cluster sizes are increased, the 
sensitivity and the precision through the AUC and power of the tests are better fitted. Overall, 
the maximum absolute percentage gain power between the two models is approximately 10% 
with satisfactorily high area under ROC curve values. It is clear that, for small and moderate 
intra-cluster correlation, the cumulative logit GLMMs are also preferred; otherwise, for more 
complicated cases; even if the two GLMMs are less efficiency than that before but still are 
closely adequate of fits significantly at 0.05. Hence the two GLMMs probably are used for further 
implementation in real data. 
 

คําสําคัญ: การประเมินตัวแบบ  ตัวแบบลอจิตสะสม GLMMS  ตัวแบบโพรบิตสะสม GLMMS 
              ค่าตอบสนองอันดับท่ีสัมพันธ์กัน 
Keywords: Assessing of model, Logit Generalized Linear Mixed Models, 
                Probit Generalized Linear Mixed Models, Correlated ordinal responses 
 

บทนํา 
 การวิเคราะห์ข้อมูลจําแนกประเภท เช่น การวิเคราะห์ตารางการจร การพยากรณ์ค่าคาดหมาย การ
ประเมินผลจากตัวแบบเชิงสถิติเพ่ือศึกษาขนาดของอิทธิพลท่ีส่งผลกรทบต่อระดับหรือประเภทท่ีสนใจศึกษา และ
การพยากรณ์ความน่าจะเป็นของระดับต่าง ๆ ได้รับความสนใจและนิยมใช้อย่างแพร่หลายในปัจจุบัน ชุดข้อมูลอาจ
เปน็ข้อมูลทางการแพทย์ การควบคุมคุณภาพ พันธุกรรม การตลาด สังคมศาสตร์ สิ่งแวดล้อมและนิเวศวิทยา ฯลฯ 
ซ่ึงสนใจค่าตอบสนองจําแนกประเภทท่ีอาจแบ่งเป็น 2 ประเภทหรือมากกว่า (dichotomous or polychromous) 



410 KKU Science Journal Volume 44 Number 2 Research 
 
อาจเป็นข้อมูลนามบัญญัติ อันดับ หรือจํานวนนับไม่ต่อเนื่อง เช่น จํานวนคนจําแนกตามกลุ่มของระยะเวลาท่ีรอด
ชีพ (discrete counts or grouped survival times)  นอกจากนี้โดยท่ัวไปมีการรวบรวมข้อมูลสําหรับการอธิบาย
ตัวแปรตอบสนองด้วย ข้อมูลของตัวแปรอธิบายอาจเป็นข้อมูลจําแนกประเภท เชิงกลุ่ม หรือต่อเนื่อง ข้อมูลควรมา
จากตัวแทนของประชากร เช่น การสํารวจตัวอย่าง การทดลอง หรือท้ังสองแบบ หรือมาจากงานการจําลองแบบ
เชิงสุ่ม ซ่ึงนํามาสู่กระบวนการวิเคราะห์และการสร้างตัวแบบเชิงสถิติต่อไป เช่น ตัวแบบเชิงเส้นนัยท่ัวไป 
(Generalized Linear Models or GLMs, Nelder and Wededderburn, 1972; McCullagh, 1983,  
McCullagh and Nelder, 1989) ตัวแบบลอจิตสะสม (cumulative logiit model) ตัวแบบโพรบิตสะสม 
(cumulative probit model) (Agresti, 2002; วีรานันท์  พงศาภักดี, 2555; Pongsapukdee and 
Sukgumphaphan, 2008) และตัวแบบผสมเชิงเส้นนัยท่ัวไป (Generalized Linear Mixed Models or  
GLMMs, McCulloch and Searle, 2001) 
 โดยท่ัวไปเม่ือตัวแปรตอบสนองเป็นแบบอันดับ ตัวแบบลอจิตสะสมและตัวแบบโพรบิตสะสมจะมี
ประสิทธิภาพหรือมีกําลังการทดสอบท่ีดีกว่าตัวแบบลอจิตและตัวแบบโพรบิตแบบธรรมดา  (Agresti, 2013) และ
เป็นตัวแบบท่ีมีใช้ในโปรแกรมสําเร็จรูปข้ันสูงเช่น SAS ได้โดยสะดวก ในหลายสถานการณ์ข้อมูลท่ีสนใจศึกษาอาจมี
การวัดซํ้าหลายคร้ัง ข้อมูลไม่อิสระต่อกัน การใช้ตัวแบบเชิงเส้นนัยท่ัวไปจะไม่เพียงพอหรือไม่สอดคล้องกับสมบัติ
และข้อสมมติของตัวแบบ ทําให้มีงานวิจัยศึกษาท่ีเสนอ ตัวแบบผสมเชิงเส้นนัยท่ัวไป (Generalized Linear 
Mixed Models or GLMMs, Liang and Zeger, 1986; Goldstein, 1991 และ McCulloch and Searle, 
2001) เพ่ือใช้แทนตัวแบบ GLMs อย่างไรก็ตามตัวแบบ GLMMs ท่ีพัฒนาข้ึนมีรูปแบบท่ีซับซ้อนและมีข้อจํากัด
เร่ืองประสิทธิภาพและวิธีประมาณพารามิเตอร์ จึงมีวิธีการประมาณพารามิเตอร์ของตัวแบบวิธีใหม่ ๆ ท่ีมี
ประสิทธิภาพมากข้ึนหลายวิธี เช่น วิธี Generalized Estimating Equation or GEE (Liang and Zeger, 1986; 
Goldstein, 1991,1995); วิธี Marginal Quasi-Likelihood or MQL (Goldstein, 1991, 1995); วิธี Penalized 
Quasi-Likelihood or PQL (Green, 1987) และวิธี Adaptive Gaussian Quadrature or AGQ (Liu and 
Pierce, 1994) ซ่ึงพบว่าวิธี AGQ ใช้สําหรับการประมาณพารามิเตอร์ของตัวแบบ GLMMS ได้อย่างมีประสิทธิภาพ
และมีความเชื่อถือได้ โดยสรุปดังนี้ 
 สําหรับตัวแปรตอบสนองแบบ 2 กลุ่มท่ีมีการวัดซํ้านั้น Liang and Zeger (1986) เสนอระบบสมการ
สําหรับการประมาณพารามิเตอร์ของตัวแบบ GLMs และ GLMMs เรียกว่า Generalized Estimating Equations 
(GEEs) พบว่าตัวประมาณพารามิเตอร์และความแปรปรวนจากวิธี GEE ให้ตัวประมาณท่ีคงเส้นคงวาและมีการแจก
แจงปกติเชิงเส้นกํากับ (asymptotic normal) ต่อมา Green (1987) เสนอทางเลือกใหม่เรียกว่าวิธี Penalized 
Quasi-Likelihood (PQL) โดยใช้ Laplace approximation พบว่าวิธี PQL ให้ตัวประมาณพารามิเตอร์ท่ีเอน
เอียงเม่ือขนาดตัวอย่างมีขนาดเล็กและสหสัมพันธ์ของข้อมูลในกลุ่มมีค่าสูง Goldstein (1991) เสนออีกวิธีหนึ่งท่ี
เรียกว่า Marginal Quasi-Likelihood (MQL) และพบว่าวิธี MQL เป็นตัวประมาณพารามิเตอร์ท่ีเอนเอียงเม่ือ
ขนาดตัวอย่างมีขนาดเล็กเช่นกัน Breslow and Clayton (1993) ได้เปรียบเทียบประสิทธิภาพของตัวแบบข้างต้น
ใหม่สําหรับตัวแปรตอบสนองแบบ 2 กลุ่ม เม่ือค่าตอบสนองมีความสัมพันธ์กันโดยใช้วิธีประมาณพารามิเตอร์ 2 วิธี
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คือ Penalized Quasi -Likelihood (PQL) และ Marginal Quasi-Likelihood (MQL) พบว่าวิธี PQL ให้
ค่าประมาณสัมประสิทธ์ิของตัวแบบและความคลาดเคล่ือนมาตรฐานท่ีตํ่ากว่าค่าจริง และให้ค่าประมาณความ
แปรปรวนท่ีตํ่ากว่าค่าจริงมาก ส่วนวิธี MQL ให้ค่าประมาณความแปรปรวนท่ีสูงกว่าค่าจริง Liu and Pierce 
(1994) เสนอวิธีใหม่เรียกว่า Gauss-Hermite quadrature (GH) หรือ Gaussian Quadrature (GQ) โดยการหา
ผลรวมแบบถ่วงน้ําหนัก และกําหนดจํานวน Quadrature point ในการหาผลรวมก่อนท่ีจะหาค่าประมาณ
พารามิเตอร์ท่ีทําให้ฟังก์ชันภาวะน่าจะเป็นมีค่าสูงสุด วิธีนี้พบว่าจะมีความถูกต้องย่ิงข้ึนถ้าจํานวน Quadrature 
point มากข้ึน แต่ต้องใช้เวลาการคํานวณมากข้ึนด้วย ต่อมา Pinheiro and Bates (1995) ได้นําวิธี Gaussian 
Quadrature มาปรับตรง Location และ Dispersion ของการแจกแจง เพ่ือให้ใช้จํานวน Quadrature point ใน
แต่ละมิติของการอินทิเกรตน้อยลงแต่ยังคงความถูกต้องเรียกว่า “Adaptive Gaussian Quadrature ” หรือ AGQ 
และพบว่าให้ผลลัพธ์ดีข้ึน 
 ดังกล่าวข้างต้นตัวแบบเชิงเส้นนัยท่ัวไปหรือ GLMs และตัวแบบผสมเชิงเส้นนัยท่ัวไปหรือ GLMMs เป็น
ตัวแบบหลกัและตัวแบบสําคัญในการวิเคราะห์ข้อมูลจําแนกประเภท จึงยังมีการศึกษาวิจัยด้านความเหมาะสมและ
ประสิทธิภาพของตัวแบบในกลุ่มของตัวแบบ GLMs และ GLMMs อย่างต่อเนื่อง ซ่ึงรวมถึงวิธีประมาณพารามิเตอร์
ของตัวแบบด้วย 

งานวิจัยนี้ได้เลือกวิธี AGQ (Liu and Pierce, 1994) สําหรับการประมาณพารามิเตอร์ของตัวแบบ 
GLMMs และสนใจศึกษาผลลัพธ์เชิงเปรียบเทียบในเรื่องพ้ืนท่ีใต้โค้ง ROC และกําลังการทดสอบระหว่างตัวแบบ 
GLMMs แบบลอจิตสะสม (the cumulative logit GLMMs) กับตัวแบบ GLMMs แบบโพรบิตสะสม (the 
cumulative probit GLMMs) ภายใต้เงื่อนไขของพารามิเตอร์ท่ีเกี่ยวข้อง โดยคํานวณผลลัพธ์เชิงเปรียบเทียบด้วย
ค่าเฉลี่ย ค่าผลต่างของค่าเฉลี่ยใน 1,000 ชุด รวมท้ังร้อยละของผลต่างของพ้ืนท่ีใต้โค้ง ROC และค่ากําลังการ
ทดสอบ จําแนกตามแต่ละเงื่อนไขของจํานวนกลุ่ม (number of clusters, N = 50, 100, 250), ขนาดของกลุ่ม 
cluster sizes, ni = 5, 7, 10), และสหสัมพันธ์ภายในกลุ่ม (intra-cluster correlation, ICC = 0.05, 0.20, 0.40) 
ซ่ึงเป็นพารามิเตอร์ของการจําลองแบบภายใต้ตัวแบบ GLMMs ท้ังสองตัวแบบ 
 

วิธีการดําเนินการวิจัย 
ตัวแบบผสมเชิงเส้นนัยท่ัวไปลอจิตสะสม โพรบิตสะสม และการประมาณพารามิเตอร์ 
 ตัวแบบลอจิตสะสม เม่ือเพ่ิมเทอมของอิทธิพลสุ่ม iu เข้าไปในผลรวมเชิงเส้น ( x β ) เรียกว่า ตัว
แบบลอจิตสะสมแบบอิทธิพลสุ่ม หรือตัวแบบสะสม GLMMs หรือ ตัวแบบผสมเชิงเส้นนัยท่ัวไปลอจิตสะสม ท่ีตัว
แปรตอบสนองอันดับมีจํานวน J ระดับหรือกลุ่ม ดังต่อไปน้ี 
 

logit[ ( | , )] , 1, , 1       i j iP Y j j Jx u x β z u        (1) 
[ ( | , )]  , 1, ., .probit 1 i j iP Y j j J       x u x β z u         (2) 

เม่ือ iu  แทนเวกเตอร์อิทธิพลสุ่มของกลุ่ม i ท่ีเป็นอิสระต่อกันและมีการแจกแจงแบบปกติด้วยค่าเฉลี่ย 
0  และเมทริกซ์ความแปรปรวนร่วม uΣ  และ j แทน จุดตัด (intercept) ท่ี j, x  แทนเวกเตอร์ตัวแปรอธิบาย
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สําหรับอิทธิพลตรึง z  แทนเวกเตอร์ตัวแปรอธิบายสําหรับอิทธิพลสุ่ม และตัวแบบอิทธิพลสุ่มพ้ืนฐาน (เม่ือ 

1 ijz ) ลดรูปแบบเป็น 
logit[ ( | , )] , 1, , 1      i j iP Y j u u j Jx x β  

probit[ ( | , )] , 1, , 1     i j iP Y j u u j Jx x β  
เม่ือ iu  แทนอิทธิพลสุ่มของกลุ่ม i ท่ีเป็นอิสระต่อกันและมีการแจกแจงแบบปกติท่ีมีค่าเฉลี่ย 0 และ

ความแปรปรวน 2
u  

โดยท่ี ความน่าจะเป็นสะสมแบบมีเงื่อนไข สามารถคํานวณจาก 
*( | , ) ( | , ) ( )       ij ij i ij j ij i ij i ij jP Y j u P Y c u P u cx x x β  

 สําหรับภาวะน่าจะเป็นแบบมีเงื่อนไขของกลุ่ม i มีแนวคิดท่ีว่าตัวแปรตอบสนองแบบอันดับมาจากการจัด
กลุ่มของตัวแปรแฝงแบบต่อเนื่อง *Y  ซ่ึงเป็นตัวแปรท่ีไม่ได้สังเกตค่า ซ่ึงในกรณีนี้  *Y  มีความสัมพันธ์กับตัวแปร
อธิบายในรูปแบบของ *    ij i ijY ux β  เม่ือ ij  คือความคลาดเคลื่อนของตัวแปรแฝง และ ijY j  
เม่ือ *

1  j ij jc Y c   
 การประมาณพารามิเตอร์ของตัวแบบ GLMMs อาจใช้วิธีภาวะน่าจะเป็นสูงสุดสําหรับตัวแปรตอบสนอง
แบบอันดับภายใต้ฟังก์ชันภาวะน่าจะเป็นแบบมีเงื่อนไขของกลุ่ม i โดยมีข้อสมมติท่ีว่าค่าตอบสนองของหน่วยท่ี i 
เป็นอิสระต่อกันเม่ือกําหนดอิทธิพลสุ่ม เรียกข้อสมมตินี้ว่า ความเป็นอิสระกันแบบมีเงื่อนไข และภาวะน่าจะเป็น
แบบไม่มีเงื่อนไขหรือภาวะน่าจะเป็นแบบมาร์จินัลของ iY  แสดงในรูปแบบของอินทิกรัลของภาวะน่าจะเป็นแบบมี
เงื่อนไข ( | ; )i if Y u β คือ 

( , ) ( | ; ) ( ; )i u i i i u iL f Y g d β Σ u β u Σ u  
เม่ือ ( ; )i ug u Σ  แทนฟังก์ชันความหนาแน่นของอิทธิพลสุ่ม ซ่ึงมักจะสมมติว่าเป็นฟังก์ชันความ

หนาแน่นแบบปกติหลายตัวแปร ในขณะที่ ( | ; )i if Y u β แทนภาวะน่าจะเป็นแบบมีเงื่อนไขของกลุ่ม i และ
( , )i uL β Σ  แทนภาวะน่าจะเป็นแบบไม่มีเงื่อนไขหรือแบบมาร์จินัล สําหรับเวกเตอร์ค่าตอบสนองของกลุ่ม i แล้ว 

The log-likelihood function ของตัวอย่าง N กลุ่มแสดงไว้ใน (3) คือ 

1
1

( , ) log ( , ) log ( , ) log ( , )
N

N

u u i u i ui
i

l L L L




  β Σ β Σ β Σ β Σ       (3) 

 เนื่องจากฟังก์ชันภาวะน่าจะเป็นมีเทอมของอินทิกรัลของฟังก์ชันข้างต้นมีความซับซ้อน จึงประมาณ
ฟังก์ชันภาวะน่าจะเป็นข้ึนมาก่อนท่ีจะใช้วิธีภาวะน่าจะเป็นสูงสุดในการประมาณพารามิเตอร์ (Agresti, 2002; 
Pongsapukdee and Phonork, 2011) และใช้วิธีท่ีได้รับความนิยมสําหรับตัวแบบ GLMMs คือ Adaptive 
Gaussian Quadrature Approach (AGQ) ในการประมาณค่าพารามิเตอร์ของการจําลองแบบต่อไป 
 วิธี AGQ ซ่ึงปรับปรุงจากวิธี GQ (Gauss quadrature) หรือวิธี Gauss-Hermite quadrature (GH) 
เสนอโดย Liu and Pierce (1994) เป็นวิธีประมาณอินทิกรัล โดยการหาผลรวมแบบถ่วงน้ําหนัก เม่ือกําหนด
จํานวน Quadrature point ในแต่ละมิติของการอินทิเกรต แต่มีจุดอ่อนคือผลรวมตลอดจํานวน Quadrature 
point มีค่ามาก โดยเฉพาะเม่ืออิทธิพลสุ่มมีจํานวนมากขึ้น ในการแก้ปัญหานี้จึงมีการพัฒนาเป็นวิธี AGQ  
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(Adaptive Gaussian Quadrature โดย Pinhero & Bate (1995) ซ่ึงใช้จํานวน Quadrature point ในแต่ละมิติ
น้อยลงด้วยการปรับ Location และ Dispersion ของการแจกแจงท่ีจะอินทิเกรต  ในการประมาณพารามิเตอร์ท่ี
ทําให้ภาวะน่าจะเป็นมีค่าสูงสุดอาศัยวิธีนิวตัน-รัฟสัน (Newton-Raphson) หาค่าประมาณ β̂  และ ˆ

uΣ  (Agresti, 
2007) ในการประมาณความคลาดเคล่ือนมาตรฐาน อาจใช้จํานวน Quadrature points มากกว่าการประมาณค่า 
β̂  โดยเพ่ิมจํานวน Quadrature points ข้ึนเร่ือย ๆ จนกระทั่งค่าเปลี่ยนแปลงลดน้อยลงมากท้ังตัวประมาณ
สัมประสิทธ์ิของตัวแปรและความคลาดเคล่ือนมาตรฐาน จะได้ค่าประมาณพารามิเตอร์ของตัวแบบ GLMMs ท่ี
สนใจ 
การจําลองแบบ 
 ในการสร้างตัวแบบ (1) และ  (2) ประกอบด้วย ตัวแปรตอบสนองอันดับ (Y) มี 3 อันดับหรือ J=3, 
ภายใต้อิทธิพลสุ่มของ (Y, U) เม่ือ Y จําลองจากตัวแบบจริง และ U จําลองจาก 

2U ~ (0, )uN   ตัวแปรอธิบาย 2 
ตัวภายใต้อิทธิพลตรึงประกอบด้วย  X1Bernoulli (0.5) and X2 Bernoulli (0.5) โดยท่ีตัวแบบ (1) - (2) สร้าง
จากการจําลองแบบของข้อมูลเชตเดียวกัน ตัวแบบละ 1,000 ชุดในแต่ละเงื่อนไขของพารามิเตอร์ต่าง ๆ ได้แก่ 
จํานวนกลุ่ม (number of clusters, N = 50, 100, 250), ขนาดของกลุ่ม cluster sizes, ni = 5, 7, 10), และ
สหสัมพันธ์ภายในกลุ่ม (intra-cluster correlation,  2 2 2/u uICC     ) ซ่ึงในงานวิจัยนี้คํานวณค่า ICC = 
0.05, 0.20, 0.40 ท่ีสอดคล้องกับ 2

u = 0.17, 0.82, 2.19 และ 2 2 / 3   ตามลําดับ ภายใต้ค่าพารามิเตอร์ของ
ตัวแบบคือ 1 = -1, 2 =1, 1 = 0.5 และ 2 = 0.5 ซ่ึงมีค่าใกล้เคียงกันกับของ Spiess and Hamerle (2000)  
การจําลองแบบทั้งหมดทําพร้อมกันภายใต้โปรแกรมแมโครท่ีเขียนให้สอดคล้องและประมวลผลร่วมกับโปรแกรม 
SAS version 9.1. 
 การประเมินผลและการวิเคราะห์ตัวแบบ พิจารณาจากผลต่างของค่าเฉลี่ยความไวของตัวแบบท่ีวัดด้วย
พ้ืนท่ีใต้โค้ง ROC ( 1 ) และกําลังการทดสอบ ( 1 ) ทีละอย่าง โดยค่าบวกหมายถึงตัวแบบผสมเชิงเส้นนัยท่ัวไป
ลอจิตสะสมดีกว่าตัวแบบผสมเชิงเส้นนัยท่ัวไปโพรบิตสะสม และค่าสูงหมายความว่าตัวแบบแรกมีประสิทธิภาพสูง
กว่าและให้ค่าพยากรณ์แม่นกว่าด้วย (Agresti, 2013) ส่วนการทดสอบภาวะสารูปดีของตัวแบบท่ีระดับนัยสําคัญ 
0.05 อาศัยตัวสถิติทดสอบอัตราส่วนภาวะน่าจะเป็น (likelihood ratio statistic) ของฟังก์ชันภาวะน่าจะเป็น (3) 
ภายใต้ตัวแบบท่ีสนใจศึกษา ดังนั้นผลลัพธ์เชิงเปรียบเทียบระหว่างตัวแบบผสมเชิงเส้นนัยท่ัวไปแบบลอจิตสะสมกับ
ตัวแบบผสมเชิงเส้นนัยท่ัวไปแบบโพรบิตสะสมจึงสรุปจาก 3 ประเด็นได้แก่ พ้ืนท่ีใต้โค้ง ROC กําลังการทดสอบ 
และภาวะสารูปดีเชงิสถิติด้วย 
 

ผลการวิจัย 
 ผลลัพธ์เชิงเปรียบเทียบด้วยพ้ืนท่ีใต้โค้ง ROC ระหว่างตัวแบบผสมเชิงเส้นนัยท่ัวไปลอจิตสะสมและตัว
แบบผสมเชิงเส้นนัยท่ัวไปโพรบิตสะสม อาศัยผลต่างค่าเฉลี่ยพ้ืนท่ีใต้โค้ง และผลต่างค่าเฉลี่ยกําลังการทดสอบ
ระหว่างท้ังสองตัวแบบท่ีละอย่าง โดยจําแนกตามพารามิเตอร์สหสัมพันธ์ภายในกลุ่ม (ICC = 0.05, 0.20, 0.40); 
จํานวนกลุ่ม (N = 50, 100, 250) และขนาดของกลุ่ม (ni = 5, 7, 10), ตามลําดับ พบว่ามีค่าเป็นบวกเกือบทุกค่า 
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โดยค่าสูงมาจากตัวแบบผสมเชิงเส้นนัยท่ัวไปลอจิตสะสมเกือบท้ังหมด โดยผลลัพธ์เชิงเปรียบเทียบพ้ืนท่ีใต้โค้ง ROC 
ท่ีมากว่านั้นมีมากกว่า 1% อย่างมีเหตุและผลและสอดคล้องกัน (max 0.8%, min 0.1% ตารางท่ี 1)  ค่าเฉลี่ย
พ้ืนท่ีใต้โค้ง ROC เพ่ิมข้ึนจากน้อยไปมากและเข้าใกล้ 1 เม่ือจํานวนกลุ่ม (N) และสหสัมพันธ์ภายในกลุ่ม (ICC) มีค่า
มากข้ึน และมีค่าลดลงเม่ือขนาดของกลุ่ม(n) มากข้ึน โดยค่าเฉลี่ยพ้ืนท่ีใต้โค้ง ROC อยู่ในช่วง (0.6830, 0.898) 
รายละเอียดเพ่ิมเติมแสดงไว้ในตารางท่ี 1 
 ผลลัพธ์เชิงเปรียบเทียบด้วยผลต่างค่าเฉล่ียกําลังการทดสอบ ให้ผลสอดคล้องกับผลลัพธ์เชิงเปรียบเทียบ
ด้วยผลต่างค่าเฉล่ียพ้ืนท่ีใต้โค้ง และสามารถให้ความชัดเจนมากข้ึนได้โดยพบว่าค่าเฉลี่ยกําลังการทดสอบส่วนใหญ่
เข้าใกล้ 1 ได้มากกว่า เม่ือจําแนกตามค่าของ ICC, N และ n ยกเว้นเฉพาะกรณีเม่ือค่า N และ n มีค่าเล็ก ๆ 
ผลลัพธ์เชิงเปรียบเทียบค่ากําลังการทดสอบที่มากว่านั้นมีช่วงระหว่าง 9.7% ถึง 0.0% อย่างมีเหตุและผลและ
สอดคล้องกัน (max (9.7%), min (0.0%) ตารางท่ี 1)  
 

ตารางท่ี 1 ผลลัพธ์เชิงเปรียบเทียบด้วยพ้ืนท่ีใต้โค้ง ROC (AUC) และกําลังการทดสอบ (Power) จําแนกตาม
สหสัมพันธ์ภายในกลุ่ม (ICC), จํานวนกลุ่ม (N), และขนาดของกลุ่ม (n) 

Intra-cluster 
correlation 

(ICC) 

Number 
of 

Clusters 
(N) 

Cluster 
size (n) 

Gain in Area under ROC Curve Gain in Power of the tests 
Average AUC 
Logit&Probit 

GLMMs 

Effective Gain 
in AUC (%) 

Average power 
Logit&Probit 

GLMMs 

Effective Gain 
in Power (%) 

0.05 

50 
3 0.706 0.007(0.7) 0.452 0.047(4.7%) 
5 0.686 0.007(0.7) 0.700 0.057(5.7%) 
7 0.683 0.005(0.5) 0.850 0.045(4.5%) 

100 
3 0.706 0.008(0.8) 0.757 0.097(9.7%) 
5 0.684 0.007(0.7) 0.941 0.046(4.6%) 
7 0.685 0.006(0.6) 0.989 0.017(1.7%) 

250 
3 0.707 0.010(1.0) 0.963 0.071(7.1%) 
5 0.695 0.008(0.8) 0.990 0.020(2.0%) 
7 0.690 0.003(0.3) 1.00 0.000(0.0%) 

0.2 

50 
3 0.821 0.004(0.4) 0.427 0.002(0.2%) 
5 0.803 0.003(0.3) 0.680 0.007(0.7%) 
7 0.788 0.002(0.2) 0.839 0.001(0.1%) 

100 
3 0.832 0.004(0.4) 0.736 0.009(0.9%) 
5 0.805 0.003(0.3) 0.951 0.003(0.3%) 
7 0.789 0.002(0.2) 0.987 0.001(0.1%) 

250 
3 0.840 0.003(0.3) 0.990 0.002(0.2%) 
5 0.808 0.003(0.3) 1.000 0.000(0.0%) 
7 0.791 0.002 (0.2) 1.000 0.000(0.0%) 
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ตารางท่ี 1 ผลลัพธ์เชิงเปรียบเทียบด้วยพ้ืนท่ีใต้โค้ง ROC (AUC) และกําลังการทดสอบ (Power) จําแนกตาม

สหสัมพันธ์ภายในกลุ่ม (ICC), จํานวนกลุ่ม (N), และขนาดของกลุ่ม (n) (ต่อ) 

Intra-cluster 
correlation 

(ICC) 

Number 
of 

Clusters 
(N) 

Cluster 
size (n) 

Gain in Area under ROC Curve Gain in Power of the tests 
Average AUC 
Logit&Probit 

GLMMs 

Effective Gain 
in AUC (%) 

Average power 
Logit&Probit 

GLMMs 

Effective Gain 
in Power (%) 

0.4 

50 
3 0.896 0.002(0.2) 0.355 

-0.001 
(-0.1%) 

5 0.868 0.001(0.1) 0.594 0.001(0.1%) 
7 0.851 0.001(0.1) 0.762 0.001(0.1%) 

100 
3 0.898 0.002(0.2) 0.645 

-0.006 
(-0.6%) 

5 0.868 0.001(0.1) 0.903 0.00 (0.0%) 
7 0.852 0.001(0.1) 0.975 0.00 (0.0%) 

250 
3 0.898 0.002(0.2) 0.970 0.003(0.3%) 
5 0.868 0.001(0.1) 1.000 0.00(0.0%) 
7 0.854 0.001(0.1) 1.000 0.00 (0.0%) 

   
max(0.898) 
min(0.683) 

max(0.8%) 
min (0.1%) 

max (1.00) 
min(0.355) 

max(9.7%) 
min(0.0%) 

 

วิจารณ์ผลการวิจัย 
 จากผลการวิจัยพบว่า ภายใต้ตัวแบบ GLMMs เม่ือตัวแปรตอบสนองเป็นแบบอันดับมากกว่าสองกลุ่ม
และเม่ือใช้ตัวแปรอธิบายแบบจําแนกประเภทและเชิงกลุ่มท้ังหมด พบว่าตัวแบบลอจิตสะสม GLMMs และตัวแบบ
โพรบิตสะสม GLMMs ต่างมีความไวหรือพ้ืนท่ีใต้โค้ง ROC สูง และตัวแบบลอจิตสะสม GLMMs มีประสิทธิภาพ
หรือมีกําลังการทดสอบท่ีดีกว่าตัวแบบโพรบิตแบบ GLMMs อย่างชัดเจน ซ่ึงสอดคล้องกับกรณีของตัวแบบ GLMs 
เม่ือใช้ตัวแปรอธิบายแบบจําแนกประเภทและเชิงกลุ่มท้ังหมด ตัวแบบลอจิตสะสม GLMs มีประสิทธิภาพสูงกว่าตัว
แบบโพรบิตสะสม GLMs (Lipsitz, KIM, and Zhao, 1994; Agresti, 2007) รวมถึงเม่ือใช้ตัวแปรอธิบายแบบผสม
ท่ีมีท้ังแบบจําแนกประเภท เชิงกลุ่ม และแบบต่อเนื่อง ก็พบว่า ตัวแบบลอจิต GLMs มีประสิทธิภาพมากกว่าตัว
แบบฟัสสิ (fuzzy logic models, Tang and Chi, 2005). อย่างไรก็ตาม ในกรณีถ้าใช้ตัวแปรอธิบายแบบต่อเนื่อง
ท้ังหมด หรือเป็นแบบผสมท่ีมีแบบจําแนกประเภทบ้าง พบว่าส่วนใหญ่ตัวแบบโพรบิต GLMs มีประสิทธิภาพ
มากกว่าตัวแบบลอจิต GLMs (Hosmer and Lemeshow, 1989; Pongsapukdee and Sukgumphaphan, 
2008, Agresti, 2013) ดังนั้นการนําตัวแบบ GLMs และ GLMMs ไปใช้ จึงควรเลือกตัวแบบตามความเหมาะสมใน
แต่ละกรณีต่อไปด้วย 
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 ผลลัพธ์เชิงเปรียบเทียบด้วยพ้ืนท่ีใต้โค้ง ROC และกําลังการทดสอบระหว่างตัวแบบผสมเชิงเส้นนัยท่ัวไป
แบบลอจิตสะสมและตัวแบบผสมเชิงเส้นนัยท่ัวไปแบบโพรบิตสะสม พบว่าเม่ือจํานวนกลุ่ม (N) และสหสัมพันธ์
ภายในกลุ่ม (ICC) มีค่ามากข้ึน ตัวแบบท้ังสองมีประสิทธิภาพมากข้ึน โดยเฉพาะตัวแบบผสมเชิงเส้นนัยท่ัวไป
แบบลอจิตสะสมมีกําลังการทดสอบดีกว่าของตัวแบบผสมเชิงเส้นนัยท่ัวไปแบบโพรบิตสะสมอย่างชัดเจน แต่เม่ือ
ขนาดของกลุ่ม (n) เพ่ิมมากข้ึน ประสิทธิภาพมีค่าลดลงบ้าง แต่ท้ังสองตัวแบบยังมีภาวะสารูปดีอย่างมีนัยสําคัญ
ทางสถิติท่ี 0.05 และมีความไวและประสิทธิภาพค่อนข้างสูงและใกล้เคียงกัน จึงอาจนําไปประยุกต์เพ่ือการ
วิเคราะห์ข้อมูลจริงต่อไป โดยสามารถใช้โปรแกรมสําเร็จรูปทางสถิติช่วยในการประมวลผลโดยตรง 
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