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โมเดลประเมินคุณภาพดานความสามารถในการวิเคราะหเพ่ือหาขอผิดพลาด

สําหรับโคดจาวาระดับคลาส 
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บทคัดยอ 
 งานวิจัยน้ีเสนอโมเดลประเมินคุณภาพของซอรสโคดดานความสามารถในการวิเคราะหเพื่อหา

ขอผิดพลาด (Analyzability) สําหรับโคดจาวาระดับคลาส ซ่ึงจะชวยวัดระดับความยากงายในการวิเคราะหหา

สาเหตุของขอผิดพลาดและตําแหนงที่ตองแกไข ในการสรางโมเดลผูวิจัยไดสํารวจหามาตรวัดที่คาดวาจะมีผลตอ

คุณภาพของซอรสโคดดานการวิเคราะหหาสาเหตุขอผิดพลาดและตําแหนงที่ตองแกไข และใชวิธีทางสถิติการ

ถดถอยโลจิสติกแบบอันดับ เพื่อคนหามาตรวัดที่มีความสัมพันธกับระดับคุณภาพของซอรสโคดดานการวิเคราะหหา

สาเหตุขอผิดพลาดและตําแหนงที่ตองแกไข ซ่ึงแบงไว 3 ระดับ คือ 1. ควรปรับปรุง 2. พอใช 3. ดี หลังจากน้ันได

ทําการทดสอบวัดความถูกตองแมนยําของโมเดลที่ระดับความเช่ือม่ัน 95% โดยทดสอบกับกลุมตัวอยางคลาสจาวา

จากซอฟตแวรโอเพนซอรส jEdit จํานวน 37 คลาสที่มีการบันทึกวามีขอผิดพลาดและใหผูเช่ียวชาญไดเขาไป

วิเคราะหหาจุดที่จะตองแกไขและใหคาระดับคุณภาพของคลาส จากการทดลองพบวามาตรวัดที่มีผลตอคุณภาพ

ของซอรสโคดดานความสามารถในการวิเคราะหเพื่อหาขอผิดพลาด คือ Coupling Between Object (CBO) และ 

Lack Of Cohesion In Methods (LCOM) 
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ABSTRACT 

We propose a quality model for evaluating the analyzability of java class. Our model 

determines how difficult to understand the code in order to identify cause and error locations. 

To create this prediction model, we survey software metrics likely to have an impact on class’s 

analyzability. We applied the ordinal logistic regression method to identify a set of metrics 

correlated with the analyzability level divided into 3 levels: poor, fair and excellent. To validate 

our model, we tested it at 95% confidence level using a set of 37 java classes from jEdit open 

source program. We found that only Coupling between Object (CBO) and Lack of Cohesion in 

Methods (LCOM) metrics influence class analyzability. 
 

คําสําคัญ: โมเดลวัดคุณภาพซอฟตแวร  ความสามารถในการบํารุงรักษาซอฟตแวร  โมเดลวัดคุณภาพซอรสโคด

ดานความสามารถในการวิเคราะหเพื่อหาขอผิดพลาด  การถดถอยโลจิสติกแบบอันดับ  มาตรวัด 

Keywords: Software Quality Model, Software Maintainability, Analyzability Model, Ordinal 

Logistic Regression, Metric 

 

บทนํา 

การออกแบบซอฟตแวรรวมทั้งการเขียนโคดใหสามารถอานทําความเขาใจงายเปนส่ิงจําเปนสําหรับการ

บํารุงรักษาซอฟตแวร เน่ืองจากในการบํารุงรักษาโคดทั้งแบบการแกไขขอผิดพลาดและแบบเพิ่มเติมคุณสมบัติ

จําเปนที่โคดตองไดรับการออกแบบใหสามารถหาสาเหตุขอผิดพลาดและจุดแกไขไดงาย เน่ืองจากจะชวยลดเวลาใน

การหาตําแหนงที่นักพัฒนาโปรแกรมตองแกไขเพื่อปรับปรุงหรือพัฒนาตอยอด โคดโปรแกรมที่มีคุณสมบัติงายตอ

การทําความเขาใจที่ทําใหนักพัฒนาสามารถวิเคราะหหาสาเหตุขอผิดพลาดและแกไขโปรแกรมไดงายน้ันในเชิง

เทคนิคเรียกวา โคดมีความสามารถในการวิเคราะหเพื่อหาขอผิดพลาด (Analyzability) สูง ซ่ึงถือวาเปนคุณสมบัติ

หน่ึงที่สงเสริมใหซอฟตแวรมีคุณสมบัติดานการบํารุงรักษาที่งาย (Maintainability) ตามไปดวย จากเหตุผล

ดังกลาวทําใหเกิดแนวคิดที่ตองการหาโมเดลหรือวิธีการพยากรณคุณภาพของซอรสโคดดานความสามารถในการ

วิเคราะหเพื่อหาขอผิดพลาด (Analyzability Model) ในงานวิจัยน้ีมุงเนนไปที่การสรางโมเดลพยากรณคุณภาพ

ดาน Analyzability ระดับคลาส เน่ืองจากการวัดคุณภาพของซอรสโคดระดับคลาสทําใหสามารถคํานวณคุณภาพ

ของซอรสโคดทั้งระบบได (Kanellopoulos et al, 2010) และสามารถเปนแนวทางในการสรางโมเดล 

Analyzability วัดที่ระดับอ่ืน หรือวัดคุณสมบัติดานอ่ืนๆของซอฟตแวรได 
 

ทฤษฎีและงานวิจัยท่ีเก่ียวของ 

1 ทฤษฎีท่ีเกี่ยวของ 

1.1 ISO/IEC-9126 เปนมาตรฐานวัดคุณภาพซอฟตแวรสามารถวัดคุณภาพจากซอรสโคด (Internal 

Quality) โดยคุณลักษณะซอฟตแวร (Characteristic) สามารถแยกเปนคุณลักษณะยอยได (Sub Characteristic) 
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คุณลักษณะยอยแตละดานจะประกอบขึ้นจากกลุมของแอททริบิวต และแอททริบิวตจะสามารถวัดไดจากคามาตร

วัด (Metric) โดยคุณลักษณะของซอฟตแวร คุณลักษณะยอย แอททริบิวต และมาตรวัดมีความสัมพันธเชิงลําดับช้ัน 

ดังแสดงในรูปที่  1 วิธีการประเมินคุณภาพของซอรสโคดแบบ Analytic Hierarchy Process (AHP) 

(Kanellopoulos et al., 2010) ไดระบุถึงการใชมาตรวัดเพื่อประเมินคาแอททริบิวต คุณลักษณะยอย ตามลําดับ

ช้ันจนไดคาคุณภาพของซอรสโคดในที่สุด 
 

 
รูปท่ี 1 โครงสรางของคุณลักษณะเชิงคุณภาพ ISO/IEC-9126 

 

ตัวอยางเชน ISO/IEC-9126 ไดนิยามคุณภาพดานการบํารุงรักษา (Maintainability) คือ ความสามารถ

ของซอฟตแวรที่สามารถปรับเปล่ียนแกไขใหถูกตองและสมบรูณ เม่ือจําเปนตองปรับเปล่ียนความตองการเดิมหรือมี

ความตองการใหม ซ่ึงประกอบจากคุณลักษณะยอย 5 ประการ (Antonellis et al., 2007) คือ 

1) ความสามารถดานการวิเคราะหขอผิดพลาด (Analyzability) คือ ระดับความยากงายในการวิเคราะห

หาขอบกพรอง สาเหตุของความลมเหลว หรือ จุดที่ตองแกไข 

2) ความสามารถดานการปรับเปล่ียน (Changeability) คือ ระดับความยากงายในการปรับเปล่ียน แกไข 

3) ระดับความเสถียรของซอฟตแวรหลังแกไข (Stability) คือ ระดับความเสถียรของการทํางานของ

ซอฟตแวรภายหลังการแกไข 

4) ระดับความยากงายในการทดสอบซอฟตแวร (Testability) 

5) ระดับความสอดคลองของซอรสโคดกับมาตรฐานหรือธรรมเนียมปฏิบัติดานการบํารุงรักษา 

(Maintainability Compliance) 

และคุณลักษณะยอยความสามารถดานการวิเคราะหขอผิดพลาด (Analyzability) ประกอบดวยแอททริบิวต 

Volume Inheritance Complexity Coupling และ Cohesion แอททริบิวต Volume สามารถวัดจากมาตรวัด 

Class Lines of Code (CLOC) และ Data Access Metric (DAM) เปนตน 

1.2 การถดถอยโลจิสติก (Logistic Regression Analysis) เปนวิธีทางสถิติเพื่อศึกษาความสัมพันธ

ระหวางตัวแปรอิสระและตัวแปรตาม และนําสมการที่ไดไปพยากรณตัวแปรตาม สามารถแบงไดเปน 2 ประเภท

ตามคาตัวแปรตาม (มะแอน, 2549; กัลยา, 2549) คือ 

1) การถดถอยโลจิสติกแบบทวิ (Binomial Logistic Regression) จะใชเม่ือตัวแปรตาม (Y) เปนตัวแปร

เชิงกลุมแบบนามบัญญัต ิ(Nominal Scale) คือ มีคาไดเพียง 2 คา ไดแก 0 และ 1 เทาน้ัน 
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2) การถดถอยโลจิสติกแบบพหุกลุม (Multinomial Logistic Regression) จะใชเม่ือตัวแปรตาม (Y) เปน

ตัวแปรเชิงกลุมมีคามากกวา 2 คา มี 2 แบบ คือ แบบนามบัญญัติ (Nominal Scale) และ แบบอันดับ (Ordinal 

Scale) ความแตกตางของนามบัญญัติ (Nominal Scale) และ แบบอันดับ (Ordinal Scale) คือ แบบอันดับ

สามารถบอกอันดับและความแตกตางไดแตไมสามารถบอกระยะหางของอันดับที่แนนอนได 

 

2 งานวิจัยท่ีเก่ียวของ 

งานวิจัย (Rizvi et al., 2010; Khan et al., 2012; Panita et al., 2013) สรางโมเดลวัดคุณภาพ

ซอฟตแวรโดยทั้ง 3 งานวิจัยใชวิธี Regression ในงานวิจัย (Rizvi et al., 2010) ใชวิธีทางสถิติ Regression 

Analysis สรางโมเดลพยากรณความสามารถในดานการบํารุงรักษาระดับคลาส ช่ือ MEMOOD ซ่ึงคาความสามารถ

ในการบํารุงรักษาคํานวณจากระดับความเขาใจซอรสโคด (Understandability) และ ความงายตอการปรับเปล่ียน

แกไข (modifiability) โดยใชมาตรวัดที่มีผลกับขนาด (Size) และความซับซอน (Structural Complexity) และ

คํานวณจากแผนภาพคลาส ขอสังเกตงานวิจัยน้ีวัดคุณลักษณะยอยที่ไมสอดคลองกับมาตรฐาน ISO/IEC9126 และ

ไมใชแอททริบิวตในการวัดคุณภาพ 

งานวิจัย (Khan et al., 2012) สรางโมเดลวัดคุณภาพดานความสามารถดานการวิเคราะหขอผิดพลาด 

(Analyzability) ดวยวิธีทางสถิติ Multiple Linear Regression ผลจากงานวิจัยพบวาการออกแบบที่ซับซอน 

(Complexity) เปนปจจัยหลักที่สงผลตอคุณภาพดานความสามารถดานการวิเคราะหขอผิดพลาด (Analyzability) 

จึงไดนํามาตรวัดที่เก่ียวของกับความซับซอนมาใชเปนหลัก มีขอสังเกตวาในงานวิจัยอาจมีปจจัยอ่ืนที่เก่ียวของที่ทํา

ใหการวิเคราะหขอผิดพลาดทําไดยากขึ้น เชน ขนาดของโปรแกรม 

งานวิจัย (Panita et al., 2013) สรางโมเดลวัดคุณภาพดานความสามารถดานการวิเคราะหขอผิดพลาด 

(Analyzability) ที่ระดับเมธอดสําหรับ J2EE Application โดยโมเดลไดประยุกตใชโครงสรางความสัมพันธของ 

SIG Quality Model (Heitlager et al., 2007) และใชวิธีการทางสถิต ิOrdinal Logistic Regression 

งานวิจัย (Antonellis et al., 2007; Kanellopoulos et al., 2010) สรางโมเดลวัดคุณภาพซอฟตแวร

ดวยวิธีการที่ไมใชวิธี Regression งานวิจัย (Kanellopoulos et al, 2010) เสนอวิธีการประเมินซอรสโคดตาม

โครงสราง ISO/IEC-9126 และเสนอเพิ่มแอททริบิวตที่มีผลตอคุณภาพตาม ISO/IEC-9126 มีการใหนํ้าหนักมาตร

วัดดวยวิธี Analytic Hierarchy Process (AHP) ใชวิธีการตัดสินใจแบบ Multi-Criteria ที่มาจากผูเช่ียวชาญ มี

ขอสังเกตวางานวิจัยน้ียังขาดการทดสอบความถูกตองของโมเดลที่เสนอ  

งานวิจัย (Antonellis et al., 2007) เสนอวิธีประเมินคุณภาพดานการบํารุงรักษา (Maintainability) 

ตามหลักการ ISO/IEC-9126 ดวยวิธี Data Mining โดยใชเทคนิค Analytical Hierarchy Process (AHP) และใช

เทคนิค K-Means ในการทํา Clustering ชวยคัดกรองขอมูลที่มีลักษณะใกลเคียงกันเขากลุม และวัด Error Sum 

of Squares เพื่อให Clustering ไดผลดีขึ้น มีขอสังเกตวาในงานวิจัยไมใชแอททริบิวตสําหรับวัดคุณภาพ 

Maintainability ตามมาตรฐาน ISO/IEC-9126 และสูตรการคํานวณคามาตรวัดไมไดระบุไวชัดเจน บอกเพียงเปน

มาตรวัด Metric Suite ของ Chidamber & Kemerer (Chidamber et al., 1994) ซ่ึงจํานวนมาตรวัดที่ใชไม

สอดคลองกับที่เสนอในงานวิจัยของ Chidamber & Kemerer  
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งานวิจัย (Lincke et al., 2008) มีขอสังเกตเรื่องการนําเครื่องมือมาใชเก็บคามาตรวัด เน่ืองจากเครื่องมือ

แตละตัวจะใหคาตางกันแมจะวัดมาตรวัดเดียวกัน ดังน้ันในการสรุปผลวิจัยในการสรางโมเดลพยากรณใดที่คํานวณ

จากการใชมาตรวัด ผูวิจัยจะตองระบุเครื่องมือที่ใชในการวัดคามาตรวัดดวย 

 

วิธีดําเนินการวิจัย 

งานวิจัยน้ีสรางโมเดลโดยใชวิธีการ Ordinal Logistic Regression มีการคัดเลือกมาตรวัดที่สามารถ

ประเมินคาครอบคลุมแอททริบิวตทั้ง 5 คือ Volume, Inheritance, Complexity, Coupling และCohesion 

ตามโครงสรางลําดับช้ัน ISO/IEC 9126 ดังรูปที่ 2 มาตรวัด (Metric) คัดเลือกจาก 2 แหลง คือ มาตรวัดจาก

งานวิจัยที่ผานมา (Kanellopoulos et al, 2010; Antonellis et al, 2007; Rudiger et al, 2008; Rizvi and 

Khan, 2010; Khan and Khan, 2012; Panita et al., 2013) และมาตรวัดจากการสัมภาษณผูเช่ียวชาญ (ผูมี

ประสบการณดานจาวามากกวา 5 ป) โดยวิธีการดําเนินงานวิจัยแบงเปน 2 ขั้นตอน คือ 1 การกําหนดตัวแปรอิสระ

และตัวแปรตามของโมเดล Analyzability 2 การสรางโมเดล Analyzability 

1 การกําหนดตัวแปรอิสระและตัวแปรตามของโมเดล 

ตัวแปรอิสระในโมเดล คือ มาตรวัดจํานวน 11 ตัว ตามตารางที่ 1 ที่สามารถประเมินคาครอบคลุม 

แอททริบิวตทั้ง 5 ตามโครงสรางระดับช้ัน ISO/IEC 9126 และ ความสัมพันธระหวาง Analyzability กับแอททริ-

บิวต และ มาตรวัดในงานวิจัยน้ีแสดงดังรูปที่ 2 
 

 
รูปท่ี 2 โครงสราง analyzability 
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ตารางท่ี 1 รายละเอียดมาตรวัดในงานวิจัย 

มาตรวัด จุดประสงค สูตรคํานวณ 

Class Lines Of Code 

(CLOC) 
วัดปริมาณซอรสโคด 

จํานวนบรรทดัคําส่ังในคลาส ไมรวมบรรทัดวางและคอมเมนต 

(Kanellopoulos et al., 2010; Panita et al., 2013) 

Data Access Metric (DAM) วัดจํานวนแอทริบิวต 

อัตราสวนจํานวนแอททริบิวต Private หรือ Protected ตอ

จํานวนแอททริบิวตทั้งหมดที่ประกาศในคลาส (Antonellis et 

al., 2007) 

Number Of Polymorphic 

Methods (NOP) 

วัด Overridden หรือ Virtual 

เมธอด 

จํานวนเมธอดที่ถูก Override โดยบรรพบุรุษในแตละคลาส 

(Antonellis et al., 2007) 

Average Number Of 

Parameters Per Method 

(APARM) 

วัดความซับซอนของพารามิเตอร

ตอ 1 เมธอด 

คาเฉล่ียจํานวนพารามิเตอรตอเมธอดของคลาส (Panita et al., 

2013) 

Coupling Between Object 

(CBO) 

วัด จํานวนคลาสที่ เ ก่ียวขอ ง 

( Couple) กั บ ค ล า ส ที่ ส น ใ จ 

(Fan-Out) 

จํานวนคลาสที่เก่ียวของ (Couple) กับคลาสที่สนใจ ในลักษณะ

ที่เปน Use และ Member ไมรวม Base Class และ Nested 

Class (Antonellis et al., 2007; Rudiger et al., 2008) 

Instability (I) 

วั ด Coupling โ ด ย เ มื่ อ

เปล่ียนแปลงคลาสในแพคเกจ

แลวจะไมมีผลกระทบตอคลาส

ในแพคเกจอ่ืน 

I = CE/(CA+CE) 

CE = Efferent Coupling คือ จํานวนคลาสในแพคเกจที่ขึ้นกับ

คลาสที่กําลังพิจารณา 

CA = Efferent Coupling คือ จํานวนคลาสนอกแพคเกจที่

ขึ้นกับคลาสที่กําลังพิจารณา (Kanellopoulos et al., 2010; 

Panita et al., 2013) 

Lack Of Cohesion In 

Methods (LCOM) 
วัดการเกาะเก่ียวกันในคลาส 

ቂ1
v ∑ m(v୧

୴
୧ୀଵ )ቃ −  m

1 − m  

m = จํานวนเมธอด 

v = จํานวนแอททริบิวต 

m(Vi) = เมธอดที่เรียกใชแอททริบิวต Vi 

(Antonellis et al., 2007; Rudiger et al., 2008) 

Nested Block Depth (NBD) 
วัดความซับซอนของเงื่อนไขใน

คลาส 

จํานวนระดับชั้นที่ลึกที่สุดของเงื่อนไข if while for switch 

ของคลาส (Antonellis et al., 2007; Rudiger et al., 2008) 

Depth Of Inheritance (DI) 
วัดความซับซอนจากการสืบทอด

คุณสมบัต ิ

ความลึกของการสืบทอดคุณสมบัติของคลาส โดยนับระดับชั้น

ถัดไปของคลาส (Antonellis et al., 2007; Rudiger et al., 

2008; Khan and Khan, 2012) 

Number Of Children 

(NOC) 

วัดความซับซอนของคลาสลูกที่

สืบทอดจากคลาสที่สนใจ 

จํานวนคลาสลูกที่สืบทอดจากคลาสที่สนใจ 1 ลําดับชั้น 

(Antonellis et al., 2007; Rudiger et al., 2008) 

Weighted Methods Per 

Class (WMC) 

วัดความซับซอนของเมธอดใน

คลาส 

WMC= ∑ ci
n
i=1   

คาเฉล่ียของผลรวมของความซับซอนของเมธอดแตละเมธอด

ของคลาส(C) (Antonellis et al., 2007) 
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ตัวอยางของคลาสที่นํามาใชสรางโมเดลประเมินคุณภาพดานความสามารถในการวิเคราะหโคดจาวาระ

ดับคลาสมาจากโปรแกรม jEdit (jEdit Development Team, 2013) ที่สุมเลือกมาจํานวน 37 คลาสจากคลาส

จํานวนมากในโปรแกรม jEdit สาเหตุที่ใชโปรแกรมน้ีเน่ืองจากเปนโปรแกรม Open Source และมีการบันทึกการ

แกไขขอผิดพลาด (Bug Tracking) หรือความตองการใหม ทําใหผูวิจัยสามารถตรวจสอบผลการวิเคราะหและการ

ประเมินคุณภาพโคดของผูเช่ียวชาญวามีความเขาใจปญหาที่แจงในรายการที่ใหแกไขจริงหรือไม และไดนํา

เครื่องมือ Eclipse Metric Plug-in 1.3.6 (Sourceforge) และ Understand 3.1.716 (Scientific Toolworks, 

Inc.) มาเก็บคามาตรวัดทั้ง 11 มาตรวัดของคลาส 37 คลาส เพื่อนําไปใชเปนคาตัวแปรอิสระสําหรับสรางโมเดล 

Analyzability 

ตัวแปรตามในโมเดล คือ ความสามารถในการวิเคราะหเพื่อหาขอผิดพลาด (Analyzability) คาของตัว

แปรไดจากการประเมินระดับคุณภาพของซอรสโคดจาวา 37 คลาสโดยผูเช่ียวชาญ ดวยระดับคุณภาพ 3 ระดับ 

ไดแก ระดับ 3 คือ คุณภาพดี 2 คือ พอใช 1 คือ แย ควรปรับปรุง รูปที่ 3 แสดงเกณฑประเมินระดับ 

Analyzability ของผูเช่ียวชาญ เกณฑที่ไดน้ีถูกนําไปใชวิเคราะหหามาตรวัดที่นําไปใชสรางโมเดล Analyzability 

ในลําดับถัดไปดวย เชนจํานวนบรรทัด ความซับซอนของเง่ือนไข หรือ ลูป 
 

 
รูปท่ี 3 เกณฑประเมินระดับ Analyzability ของผูเช่ียวชาญ 

 

2 การสรางโมเดล Analyzability 

เน่ืองจากตัวแปรตามของโมเดลเปนระดับคุณภาพ 3 ระดับที่สามารถเรียงลําดับได ผูวิจัยจึงใชวิธีการ 

Ordinal Logistic Regression ในการสรางโมเดล ซ่ึงสมการเริ่มตนสําหรับการสรางโมเดลจะอยูในรูปสมการ

ความสัมพันธระหวางตัวแปรตาม (Y) คือ คาระดับคุณภาพ Analyzability ที่ไดจากการประเมินโดยผูเช่ียวชาญ 

และตัวแปรอิสระ (X) คือ คามาตรวัดจํานวน 11 ตัว ตามสมการ (1) รูปที่ 4 แสดงตัวอยางคามาตรวัดและ 

Analyzability ของคลาสกลุมตัวอยาง 
 

 
รูปท่ี 4 คามาตรวัดและระดับคุณภาพดาน Analyzability ของคลาสตัวอยาง 

 

โมเดลทางคณิตศาสตรของ Logistic Regression ตามสมการ (1) 
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g(x)=Logit[π(x)]=loge ൤ π(x)

1-π(x)
൨ =α+β

1
x1+…+β

m
xm                                 (1) 

g(X) เรียกวา Link Function คือ ขอมูลของตัวแปรตามในแตละกลุมของระดับช้ันน้ัน ๆ และ X1, X2, … 

, X11 คือ ตัวแปรอิสระ (X) เปนตัวแปรตอเน่ืองมีขนาด m ในสมการ (1) =11 ตัว 

ความสัมพันธระหวางตัวแปรอิสระและตัวแปรตามที่มีคาเปนกลุมและเรียงอันดับไดคาตัวแปรตาม

พิจารณาไดจากความนาจะเปน (Probability) ของแตละคาระดับ โดยเลือกระดับที่มีความนาจะเปนสูงสุด ทั้งน้ี

ความนาจะเปนของระดับจะถูกคํานวณความนาจะเปนสะสม (Cumulative Probability) ตามสมการ (2) 

P(Y≤i)=
1

1+ exp൬-ቀαi-β1
X1-…-β

m
Xmቁ൰

, i=1,…,k                                             (2) 

เม่ือคา k คือ จํานวนของคาระดับของตัวแปรตามลบหน่ึง ดังน้ัน k=2 และ m คือ จํานวนตัวแปรอิสระ 

ดังน้ัน m=11 ทั้งน้ีความนาจะเปนสะสมของระดับสุดทายจะมีคาเปน 1 เสมอ น่ันคือ P(Y3) = 1 และจํานวนของ

สมการ (2) เทากับ จํานวนของคาระดับของตัวแปรตามลบหน่ึง หรือ 2 น่ันเอง จากสมการ (2) สามารถหาคาความ

นาจะเปนของแตละระดับไดดวยตามสมการ (3) 

P(Y=i) = P(Y i) - P(Y i)                                                  (3) 

2.1 การตรวจสอบเง่ือนไขการใชการถดถอยโลจิสติก 

นําคลาส 37 คลาสมาตรวจสอบเง่ือนไขการใชการถดถอยโลจิสติก (กัลยา, 2549) โดยใชโปรแกรม SPSS 

(IBM) ที่ระดับความเช่ือม่ัน 95% เน่ืองจากมาตรวัดเปนขอมูลชนิด Ratio Scale และสมการถดถอยมีคาเฉล่ียของ

ความคลาดเคล่ือนเทากับ 0 หรือไมสัมพันธกัน (e=0) จึงทําการตรวจสอบใน 3 ขอดังน้ี 

1) การตรวจสอบคาความคลาดเคล่ือนเปนอิสระตอกันของ ei และ ej จากการตรวจสอบ Durbin-

Watson เทากับ 1.974 แสดงวาคาความคลาดเคล่ือนของมาตรวัดเปนอิสระตอกัน 

2) การตรวจสอบคาความคลาดเคล่ือนไมสัมพันธกับตัวแปรอิสระหรือไมมีความสัมพันธกันสูง จากการ

ตรวจสอบ Tolerance ของมาตรวัดแตละตัว พบวาคา Tolerance มากสุดอยูที่ 0.772 แสดงวาคาความ

คลาดเคล่ือนมาตรวัดไมสัมพันธกัน 

3) ตัวแปรอิสระไมควรมีความสัมพันธกันหรือไมควรเกิดปญหา Multicollinearity ตรวจสอบจากคา 

Variance Inflation Factor (VIF) พบวาคา VIF มากสุดอยูที่ 3.409 ซ่ึงยังไมเกิน 10 แสดงวาไมเกิดปญหามาตรวัด

วัดคาซํ้าซอน 

2.2 พิจารณาคัดเลือกมาตรวัดเขาสมการ การสรางโมเดลพยากรณฯมีวิธีพิจารณามาตรวัดเขาสมการ

ดังน้ี 

1) ทดสอบชุดของตัวแปรอิสระวามีความสัมพันธกับตัวแปรตามหรือไม (Over All Model Tests) 

พิจารณาจาก X2 ที่สมการ (4) 

 X2 =2[ln Lp – ln L0]                                                     (4) 
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Lp คือ คา Log Likelihood ของโมเดลที่มีมาตรวัดจํานวนทั้งหมด 11 ตัวตามจํานวนมาตรวัด และ L0 

คือ คา Log Likelihood ของโมเดลที่ไมมีมาตรวัดใดเลย สามารถพิจารณาจาก  Sig. ของตาราง Model Fitting 

Information ของ SPSS หากนอยกวาระดับนัยสําคัญทางสถิติ 0.05 จะสรุปไดวามาตรวัดมีความสัมพันธกับคา 

Analyzability 

เม่ือพิจารณาจากคา Sig. เทากับ 0.00 ซ่ึงนอยกวา 0.05 หมายความวา มาตรวัดและคา Analyzability 

มีความสัมพันธตอกัน 

2) ทดสอบวาตัวแปรอิสระแตละตัวมีผลตอตัวแปรตามหรือไม (Examining the Coefficients) พิจารณา

จาก Wald Statistic ซ่ึงมีการแจกแจงแบบไคสแควรที่มี Degree Of Freedom เทากับ 1 ที่สมการ (5) 

Wald = ቂ B

SE.
ቃ

2

                                                       (5) 

คา Wald statistic จะเปนกําลังสองของอัตราสวนระหวางคาสัมประสิทธ์ิของ Logit ที่ใชบอกทิศทาง

และปริมาณผลกระทบตัวแปรอิสระที่มีผลตอการเกิดตัวแปรตาม (B) กับคาความคลาดเคล่ือนมาตรฐานของ

สัมประสิทธ์ิ (SE) ซ่ึงสามารถพิจารณาจาก Sig. ของตาราง Parameter Estimates ของ SPSS หากนอยกวาระดับ

นัยสําคัญทางสถิติ 0.05 จะสรุปไดวามาตรวัดมีผลตอคา Analyzability 

เม่ือพิจารณาคา Sig. พบวามีมาตรวัดที่มีคา Sig. นอยกวา 0.05 อยู 2 ตัว ไดแก CBO มีคาเปน -0.239 

ซ่ึงมีคาสถิติของ Wald คือ [-0.239/0.085]2= 7.931 ที่ Sig = 0.005 และ LCOM มีคาเปน 7.755 ซ่ึงมีคาสถิติ

ของ Wald คือ [7.755/3.520]2= 4.854 ที่ Sig = 0.028 จะไดโมเดลฯ ตามสมการ (2) ของระดับช้ันของคา 

Analyzability (Y) ในแตละระดับคุณภาพ 1-3 สมการ (6) – (8) ตามลําดับ 

P(Y 1) =1/(1+exp(-((-6.189) –(-0.239)CBO –(7.755)LCOM)))        (6) 

P(Y 2) =P(Y 2) =1/(1+exp(-((-1.100) –(-0.239)CBO –(7.755)LCOM)))         (7) 

P(Y 3) = 1                  (8) 

2.3 วิธีการทดสอบโมเดล เปนวิธีการทดสอบความเหมาะสมของโมเดลหลังจากไดสมการเรียบรอยแลว

ดังน้ี 

1) ทดสอบสัมประสิทธ์ิของตัวแปรชนิดเดียวกันในโมเดลจะตองเทากัน (Test Parallel Lines) เปนการ

ทดสอบโมเดลแตละระดับช้ันที่ไดจะตองขนานกัน โดย βij เปนสัมประสิทธ์ิของตัวแปรอิสระตัวที่ i ในกลุมระดับช้ัน

ที่ j โดยคา 1≤i≤m และ m คือ จํานวนตัวแปรของสมการถดถอย และคา j เปนระดับช้ันของคาตัวแปรตาม ซ่ึง

สามารถพิจารณาไดจาก Sig. ของตาราง Test Of Parallel Lines ของ SPSS หากมากกวาระดับนัยสําคัญทางสถิติ 

0.05 จะสรุปไดวา สามารถใชสัมประสิทธ์ิของมาตรวัดที่เหมือนกันในทุกสมการ 

 เม่ือพิจารณาคา Sig. พบวา เทากับ 0.311 ซ่ึงมากกวา 0.05 จึงสรุปไดวา สามารถใชสัมประสิทธ์ิของ

มาตรวัดที่เหมือนกันในทุกสมการ 

2) ทดสอบความเหมาะสมของโมเดลที่ได (Goodness Of Fit Measures) เปนการวัดระดับของ

ความสัมพันธระหวางเชิงเสนที่สัมพันธกับตัวแปรหลายตัว พิจารณาไดจากสถิต ิPearson (X2) สมการ (9) 
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X2=∑∑(Oij - Eij)
2/ Eij                                                    (9) 

Oij คือ ความถี่ที่สังเกตได และ Eij คือ ความถี่ที่คาดหวัง ซ่ึงสามารถพิจารณาจาก Sig. ของตาราง 

Goodness-Of-Fit ของ SPSS หากระดับนัยสําคัญทางสถิตินอยกวา 0.05 จะสรุปไดวา โมเดลที่ใชมีความ

เหมาะสม 

 เม่ือพิจารณาคา Sig. พบวา Sig. ของ Pearson เทากับ 0.00 ซ่ึงนอยกวา 0.05 จึงสรุปไดวา โมเดลมี

ความเหมาะสม 

3) ทดสอบความเหมาะสมของตัวแบบ (Strength Of Association) ตรวจสอบวาโมเดลที่ไดสามารถ

อธิบายคาตัวแปรตามไดดีแคไหน พิจารณาจากคาสัมประสิทธ์ิการตัดสินใจ (R square หรือ R2) เปนคาของความ

แปรปรวนของคาตัวแปรตามที่สามารถอธิบายไดจากตัวแปรอิสระ ซ่ึงถาคิดเปนเปอรเซ็นตใหคูณดวย 100 จะใช R2

ของ Nagelkerke (R2
N) สมการ (10) 

R୒
ଶ = ୖి౏

మ

ଵି୐(୆(బ))
మ
౤
                                          (10) 

จากตาราง Pseudo R-square ของ SPSS พบวาคา R square แบบ Nagelkerke มีคาเทากับ 0.694 

ซ่ึงมาตรวัดจะสามารถอธิบายความแปรผันของคา Analyzability ไดรอยละ 69.4 

สําหรับการนําโมเดลไปใชประเมินคุณภาพดาน Analyzability ของคลาสมีขั้นตอน ดังน้ี 

1) วัดคามาตรวัด CBO และ LCOM ของคลาสที่ตองการประเมินระดับคุณภาพ Analyzability 

2) นําคามาตรวัดที่ไดไปคํานวณหาความนาจะเปนสะสมของแตละระดับคุณภาพ ไดแก P(Y 1), P(Y 

2) และ P(Y 3) 

3) คํานวณความนาจะเปนของคุณภาพแตละระดับ ดังน้ี ระดับคุณภาพ1 หรือคา P(Y=1) จะเทากับ 

P(Y 1) ระดับคุณภาพ2 หรือ คา P(Y=2) จะมีเทากับ P(Y 2) - P(Y 1) และระดับคุณภาพ3 หรือ คา P(Y=3) 

จะมีคาเทากับ 1- P(Y 2) 

4) เลือกคาความนาจะเปนสูงสุด ซ่ึงจะระดับคุณภาพของคลาสน้ัน 

 

สรุปงานวิจัยและขอเสนอแนะ 

ในงานวิจัยน้ีไดสรางโมเดลประเมินคุณภาพดานความสามารถในการวิเคราะหโคดจาวาระดับคลาสดวย

วิธีทางสถิติการถดถอยโลจิสติกแบบอันดับ ซ่ึงพบวามาตรวัด Coupling Between Object (CBO) และ Lack Of 

Cohesion In Methods (LCOM) มีผลตอคุณภาพดานความสามารถในการวิเคราะหเพื่อหาขอผิดพลาดของ 

ซอรสโคด นอกจากน้ันพบวาโมเดลที่ไดมีความเหมาะสมและนาเช่ือถือสามารถนําไปใชพยากรณวิเคราะหคาได

อยางถูกตอง เน่ืองจากไดผานการทดสอบเง่ือนไขการใชการถดถอยโลจิสกอนการสรางโมเดล และไดมีกระบวนการ

ในการพิจารณาตัวแปรอิสระเขามาในสมการอยางเหมาะสมและมีการทดสอบความเหมาะสมของโมเดลระดับความ

เช่ือม่ัน 95% แตตัวแปรอิสระสามารถอธิบายความแปรผันของตัวแปรตามไดรอยละ 69.4 ซ่ึงในงานวิจัยในอนาคต 

สามารถเพิ่มจํานวนคลาสที่ใชในการสรางโมเดลใหมากขึ้นเพื่อใหสามารถไดคาความแปรผันที่สูงขึ้น นอกจากนั้น 



680 KKU Science Journal Volume 42 Number 3 Research 

 

งานวิจัยที่นาสนใจในอนาคตคือการทดลองใชโมเดลประเมินคุณภาพดาน Analyzability ที่นําเสนอไปใชประเมิน

คุณภาพดาน Analyzability ของโคดที่พัฒนาดวยภาษาโปรแกรมเชิงวัตถุอ่ืนที่ไมใชภาษาจาวา วาสามารถใช

ประเมินไดหรือไม 
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