
ว.วิทย. มข. 41(1) 226-238 (2556)  KKU Sci. J. 41(1) 226-238 (2013) 

 

 
 

การศึกษาประสิทธิภาพของสถิติอิงพารามิเตอร์และสถิติไม่อิงพารามิเตอรใ์นการ
ทดสอบความแตกต่างของค่ากลางระหว่างประชากร 2 กลุ่ม 
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บทคัดย่อ 
การวิจัยครั้งนี้มีวัตถุประสงค์เพื่อศึกษาประสิทธิภาพของสถิติอิงพารามิเตอร์และสถิติไม่อิงพารามิเตอร์ใน

การทดสอบความแตกต่างของค่ากลางระหว่างประชากร 2 กลุ่ม ซึ่งตัวสถิติทดสอบที่น ามาศึกษาประกอบด้วย t 
test, Mann Whitney U test, Van der Waerden test, Wald Wolfowitz Runs test และ Modified U test 
โดยจ าลองข้อมูลด้วยเทคนิคมอนติคาร์โล จ าแนกสถานการณ์โดยก าหนดประชากรทั้งที่มีการแจกแจงปกติ การ
แจกแจงเบ้ซ้ายและความโด่งสูงกว่าปกติ และการแจกแจงเบ้ขวาและความโด่งสูงกว่าปกติ ก าหนดขนาดตัวอย่าง
จากประชากร 2 กลุ่ม เท่ากับ (5,5), (5,10) เป็นตัวแทนกลุ่มตัวอย่างขนาดเล็ก (20,20), (25,20) เป็นตัวแทนกลุ่ม
ตัวอย่างขนาดกลาง และ (50,50), (50,100) เป็นตัวแทนกลุ่มตัวอย่างขนาดใหญ่ ก าหนดอัตราส่วนของความ
แปรปรวน เท่ากับ (1:1) และ (1:2) ณ ระดับนัยส าคัญ 0.05 โดยเกณฑ์ที่ใช้ในการเปรียบเทียบประสิทธิภาพ คือ 
ความสามารถในการควบคุมความคลาดเคลื่อนประเภทท่ี 1 และก าลังของการทดสอบ ผลการวิจัย พบว่า เมื่อ
ประชากรมีการแจกแจงปกติ ตัวสถิติทดสอบที่มีก าลังของการทดสอบสูงสุดและสามารถควบคุมความคลาดเคลื่อน
ประเภทท่ี 1 ได้ เมื่อกลุ่มตัวอย่างมีขนาดเล็ก คือ t test และ Van der Waerden test เมื่อกลุ่มตัวอย่างมีขนาด
กลางและขนาดใหญ่ คือ Modified U test เมื่อประชากรมีการแจกแจงเบ้ซ้ายและความโด่งสูงกว่าปกติ พบว่า ตัว
สถิติทดสอบที่มีอ านาจการทดสอบสูงสุดและสามารถควบคุมความคลาดเคลื่อนประเภทที่ 1 ได้ เมื่อกลุ่มตัวอย่างมี
ขนาดเล็ก คือ t test และ Van der Waerden test เมื่อกลุ่มตัวอย่างมีขนาดกลางและขนาดใหญ่ คือ Mann 
Whitney U test และเมื่อประชากรมีการแจกแจงเบ้ขวาและความโด่งสูงกว่าปกติ พบว่า ตัวสถิติทดสอบที่มี
อ านาจการทดสอบสูงสุดและสามารถควบคุมความคลาดเคลื่อนประเภทที่ 1 ได้ เมื่อกลุ่มตัวอย่างมีขนาดเล็ก คือ t 
test และ Van der Waerden test เมื่อกลุ่มตัวอย่างมีขนาดกลาง คือ Mann Whitney U test และเมื่อกลุ่ม
ตัวอย่างมีขนาดใหญ่ คือ t test และ Mann Whitney U test 
 
1สาขาวิชาคณิตศาสตร์ คณะวิทยาศาสตร์และเทคโนโลยี มหาวิทยาลัยเทคโนโลยีราชมงคลสุวรรณภูมิ จ.พระนครศรีอยุธยา 13000 
E-mail: sonktong@yahoo.com 



วารสารวิทยาศาสตร์ มข. ปีที่ 41 ฉบับที่ 1 227งานวิจัยงานวิจัย วารสารวิทยาศาสตร ์มข. ปีท่ี 41 ฉบับท่ี 1 227 
 

 

ABSTRACT 
This research aimed to study the efficiency of parametric and nonparametric statistics in 

testing of central difference between two populations. The test statistics used to study the 
efficiency were t test, Mann Whitney U test, Van der Waerden test, Wald Wolfowitz Runs test 
and Modified U test. Classification of the population according to normal distribution, negative 
skewness and leptokurtic kurtosis distribution and positive skewness and leptokurtic kurtosis 
distribution. The sample sizes of two population were (5,5), (5,10), a small sample 
representative, (20,20), (25,20), a medium sample representative, and (50,50), (50,100), a large 
sample representative. The ratios of variance were (1:1) and (1:2) at a significant level of 0.05. 
The criteria used to compare the efficiency were the ability to control the type I error and 
power of the test. The results showed that: When the population has normal distribution, The 
test statistics have the highest power of the test and to control the type I error for small sample 
sizes were t test and Van der Waerden test, for medium and large sample sizes were Modified U 
test. When the population has negative skewness and leptokurtic kurtosis distribution, The test 
statistics have the highest power of the test and to control the type I error for small sample 
sizes were t test and Van der Waerden test, for medium and large sample sizes were Mann 
Whitney U test. When the population has positive skewness and leptokurtic kurtosis distribution, 
The test statistics have the highest power of the test and to control the type I error for small 
sample sizes were t test and Van der Waerden test, for medium sample sizes were Mann 
Whitney U test and for large sample sizes were t test and Mann Whitney U test. 
 
ค าส าคัญ: การทดสอบความแตกต่างของค่ากลาง  ความคลาดเคลือ่นประเภทท่ี 1  ก าลังของการทดสอบ 
Keywords: The central difference test, Type I Error, Power of the test 
 

บทน า 
การวิจัยเป็นกระบวนการแสวงหา ศึกษา ค้นคว้า หรือพัฒนาองค์ความรู้ใหม่ ๆ ที่มีลักษณะเป็นนัยทั่วไป 

อย่างมีระบบแบบแผน โดยใช้กระบวนการทางวิทยาศาสตร์ ซึ่งประกอบไปด้วยขั้นตอนที่ส าคัญ ได้แก่ การก าหนด
ประเด็นปัญหา การตั้งสมมติฐาน การเก็บรวบรวมข้อมูล การวิเคราะห์ และการทดสอบสมมติฐาน สรุปผลและ
ยืนยันข้อค้นพบ ดังนั้นสถิติจึงเป็นเทคนิคท่ีเกี่ยวข้องกับการวิจัยโดยตรง นักวิจัยต้องรู้จักน าสถิติมาประยุกต์ใช้เป็น
เครื่องมือของการวิจัย ซึ่งหมายความว่า นักวิจัยต้องมีความรู้ความสามารถในการวิเคราะห์ข้อมูล มีการสรุปอ้างอิง
ที่เช่ือถือได้ (ศิริชัย, 2545) จากค ากล่าวข้างต้นแสดงให้เห็นว่าสถิติเป็นวิธีการ (method) ซึ่งเป็นส่วนหนึ่งของ
ระเบียบวิธีวิจัย (research methodology) ที่ส าคัญในการสรุปอ้างอิงไปถึงค่าพารามิเตอร์ (parameter) ของ
ประชากรโดยอาศัยข้อมูลจากการชักตัวอย่าง ดั้งนั้นกระบวนการในการเลือกสถิติทดสอบที่เหมาะสมกับแต่ละ
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สถานการณ์ของข้อมูลจึงเป็นสิ่งที่ส าคัญอย่างยิ่ง โดยต้องค านึงถึงข้อตกลงเบื้องต้น (basic assumption) ของตัว
สถิติทดสอบแต่ละชนิดด้วย 

ในการทดสอบสมมติฐานเกี่ยวกับความแตกต่างของค่ากลางระหว่างประชากรสองกลุ่มที่เป็นอิสระกัน ตัว
สถิติทดสอบที่ได้รับความนิยมและน าไปใช้อย่างแพร่หลาย คือ two sample student t test โดยมีข้อตกลง
เบื้องต้นว่าประชากรต้องมีการแจกแจงปกติ และมีความแปรปรวนเท่ากัน แม้ว่า two sample student t test 
จะเป็นตัวสถิติทดสอบที่มีความแกร่งเมื่อข้อตกลงเบื้องต้นถูกละเลย (Boneau, 1960) ทั้งนี้ ถ้ามีการละเลย
ข้อตกลงเก่ียวกับความแปรปรวนในกรณีที่กลุ่มตัวอย่างไม่เท่ากันจะมีผลกระทบอย่างมาก(Hsu, 1938; Scheffe, 
1959, 1970; Zimmerman and Zumbo, 2009) จากปัญหาดังกล่าวนักสถิติจึงได้พัฒนาตัวสถิติทดสอบที่
เรียกว่า Welch t test ซึ่งเป็นสถิติอิงพารามิเตอร์แต่ไม่มีข้อตกลงเกี่ยวกับความแปรปรวนของประชากร จาก
การศึกษาของ Zimmerman and Zumbo (2009) พบว่า Welch t test มีค่าความคลาดเคลื่อนประเภทท่ี 1 
ใกล้เคียงกับค่าระดับนัยส าคัญทางสถิติที่ก าหนดมากที่สุด เมื่อประชากรมีการแจกแจงปกติ และขนาดตัวอย่าง
แตกต่างกันมาก  

การทดสอบสมมติฐานดังกล่าวถ้าข้อมูลไม่เป็นไปตามข้อตกลงเบื้องต้น ผู้วิจัยสามารถทดสอบโดยเลือกใช้
สถิติไม่อิงพารามิเตอร์ ซึ่งมีหลายตัวสถิติทดสอบ เช่น Mann-Whitney U test เป็นต้น ซึ่งตัวสถิติทดสอบดังกล่าว
สามารถควบคุมความคลาดเคลื่อนประเภทที่ 1 ได้ และมักจะมีก าลังของการทดสอบสูงกว่า t test เมื่อประชากร
ไม่มีการแจกแจงปกติ จากการศึกษาของนักสถิติที่ผ่านมา พบว่า การเปลี่ยนแปลงของระดับนัยส าคัญในการ
ทดสอบไม่อิงพารามิเตอร์เป็นผลกระทบจากการที่มีความแปรปรวนไม่เท่ากัน พร้อม ๆ กับที่มีขนาดตัวอย่างไม่
เท่ากัน อย่างไรก็ตามพบว่าคุณสมบัติของการทดสอบด้วยสถิติไม่อิงพารามิเตอร์บางตัวสถิติทดสอบเมื่ออยู่ใน
สถานการณ์ต่าง ๆ ยังไม่ชัดเจน 

จากที่กล่าวมาข้างต้นท าให้ผู้วิจัยสนใจที่จะศึกษาประสิทธิภาพของสถิติอิงพารามิเตอร์และสถิติไม่อิง
พารามิเตอร์ในการทดสอบความแตกต่างของค่ากลางระหว่างประชากร 2 กลุ่ม โดยตัวสถิติทดสอบที่ศึกษา
เปรียบเทียบกัน ได้แก่ t test, Mann Whitney U test, Wald Wolfowitz Runs test, Van der Waerden test 
และ Modified U test โดยจ าลองข้อมูลในสถานการณ์ต่าง ๆ เพื่อให้ได้สารสนเทศประกอบการตัดสินใจในการ
เลือกใช้ตัวสถิติทดสอบที่เหมาะสมในแต่ละสถานการณ์ และได้สารสนเทศพื้นฐานในการพัฒนาตัวสถิติทดสอบที่มี
ความแกร่ง (robust) ต่อไป 
 

วิธีการทางสถิติ 
การศึกษาประสิทธิภาพของสถิติอิงพารามิเตอร์และสถิติไม่อิงพารามิเตอร์ในการทดสอบความแตกต่าง

ของค่ากลางระหว่างประชากร 2 กลุ่ม ส าหรับตัวสถิติทดสอบต่าง ๆ ที่น ามาศึกษาเปรียบเทียบกัน มีรายละเอียด 
ดังนี ้

 
 
 



วารสารวิทยาศาสตร์ มข. ปีที่ 41 ฉบับที่ 1 229งานวิจัยงานวิจัย วารสารวิทยาศาสตร ์มข. ปีท่ี 41 ฉบับท่ี 1 229 
 

 

2.1 t test 
t test เป็นสถิติอิงพารามิเตอร์ที่ได้รับความนิยมในการน าไปใช้อย่างแพร่หลาย โดยแบ่งออกเป็น 2 กรณี 

คือ two sample student t test เมื่อ 2
2

2
1    และ Welch t test เมื่อ 2

2
2
1    มีสูตรในการค านวณ 

ดังนี ้(Hopkins et al., 1987) 
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ส าหรับในการวิจัยครั้งนี้ด าเนินการทดสอบความเท่ากันของความแปรปรวนด้วย Levene’s test ถ้า
ความแปรปรวนเท่ากันทดสอบผลต่างของค่าเฉลี่ยด้วย two sample student t test เมื่อความแปรปรวนไม่
เท่ากันทดสอบผลต่างของค่าเฉลี่ยด้วย Welch t test 

2.2 Mann Whitney U test 
Mann และ Whitney ได้คิดค้นวิธีการทดสอบนี้เมื่อปี ค.ศ. 1947 และให้ค่าสถิติที่ค านวณได้ เป็นค่า U 

จึงเรียกการทดสอบนี้ว่า “Mann Whitney U test” ซึ่งใช้อันดับ (rank) ของข้อมูลมาช่วยในการค านวณมีสูตรใน
การค านวณ ดังนี้ (Sheskin, 2000) 
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  ),( 21 UUMinU   
เมื่อกลุ่มตัวอย่างมีขนาดใหญ่จะมีลักษณะใกล้เคียงการแจกแจงปกติ จะน า U Statistics มาประมาณ 

ด้วย z โดยมีสูตรการค านวณ ดังนี้ 
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2.3 Van der Waerden test 
Van der Waerden test เป็นตัวสถิติทดสอบที่ถูกค้นพบโดย นักคณิตศาสตร์ชาวดัตถ์ ช่ือว่า Bartel 

Leendert van der Waerden ในปี 1952 ซึ่งสามารถใช้ทดสอบความแตกต่างระหว่างค่ากลาง 2 กลุ่ม ซึ่งมี
รายละเอียดการค านวณ ดังนี้ (Van der Waerden, B.L. 1952) 
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 คือ ค่าความแปรปรวนของคะแนนมาตรฐาน 

  จะปฏิเสธ 0H เมื่อ 2
1,1 T  

2.4 Wald Wolfowitz Runs test 
Abraham Wald and Jacob Wolfowitz (1940) ได้น าเสนอตัวสถิติทดสอบที่เรียกว่า Wald 

Wolfowitz Runs test ซึ่งสามารถใช้ทดสอบความแตกต่างระหว่างค่ากลาง 2 กลุ่ม ซึ่งมีรายละเอียดการค านวณ 
ดังนี ้
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กรณีทีจ่ านวนค่าสังเกตไม่เท่ากัน 
 r  คือ จ านวนรันทั้งหมดหรือจ านวนครั้งของการเปลี่ยนอันดับของแต่ละกลุ่มเมื่อเรียงอันดับ

จากน้อยไปหามากหรือมากไปหาน้อย 
กรณีทีจ่ านวนค่าสังเกตเท่ากัน จะค านวณค่า r  ได้ดังนี้ 

  r = 
2

21 rr   

 เมื่อ  1r  คือค่าต่ าสุดของจ านวนรันของข้อมูลที่เรียงอันดับร่วมกัน 2 กลุ่ม โดยน าค่าที่เท่ากันของ
ข้อมูลกลุ่มเดียวกับข้อมูลค่าก่อนหน้ามาเรียงอันดับ 
   2r  คือ ค่าต่ าสุดของจ านวนรันของข้อมูลที่รียงอันดับร่วมกัน 2 กลุ่ม โดยน าค่าที่เท่ากันของ
ข้อมูลคนละกลุ่มเดียวกับข้อมูลค่าก่อนหน้ามาเรียงอันดับ 
 ถ้าตัวอย่างมีขนาดใหญ่ จากทฤษฎีลิมิตเข้าสู่ส่วนกลาง (central limit theorem) การแจกแจงของ r

จะมีการแจกแจงโดยประมาณใกล้เคียงกับการแจกแจงปกติ จะประมาณด้วย z สามารถค านวณได้ดังนี้ 

  z = 
r

rr

  

 เมื่อ r = 12 21 
n
nn  

  r = 
)1(

)2(2
2
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

nn
nnnnn  

  n = 21 nn   

  จะปฏิเสธ 0H เมื่อ 
2
zz  หรือ 

2
zz   

2.5 Modified U test 
Fligner and Policello (1981) ได้เสนอการทดสอบความแตกต่างระหว่างประชากรสองกลุ่ม โดยไม่ต้อง

มีข้อสมมติว่าประชากรมีความแปรปรวนเท่ากันเพื่อแก้ปัญหาที่เรียกว่า ปัญหาของบีเรนส์ -ฟิชเชอร์ (Behrens-
Fisher problem) โดยมีรายละเอียดดังนี ้
 กรณีทีจ่ านวนค่าสังเกตไม่เท่ากัน 

ก าหนดให ้ iP  คือ จ านวนค่าสังเกตในกลุ่มตัวอย่างที่ 2  jY  ที่น้อยกว่าจ านวนค่าสังเกตในกลุ่มตัวอย่าง
ที่ 1  iX  
   jQ  คือ จ านวนค่าสังเกตในกลุ่มตัวอย่างที่ 1  iX  ที่น้อยกว่าจ านวนค่าสังเกตในกลุ่ม
ตัวอย่างที่ 2  jY  

กรณีทีจ่ านวนค่าสังเกตเท่ากัน 
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ก าหนดให้ iP  คือ (จ านวน jY ที่น้อยกว่า iX ) + 
2
1 (จ านวน jY ที่น้อยกว่า iX ) 

  jQ  คือ (จ านวน iX ที่น้อยกว่า jY ) + 
2
1 (จ านวน iX ที่น้อยกว่า jY ) 

 สามารถค านวณค่าสถิติทดสอบได้ดังนี้ 
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 จะปฏิเสธ 0H เมื่อ 
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ˆ
uU  หรือ 

2

ˆ
uU   หรือเมื่อกลุ่มตัวอย่างมีขนาดใหญ่สามารถก าหนดค่า

วิกฤต แทนด้วย 
2

ˆ
zU  หรือ 

2

ˆ
zU   

 

วิธีการวิจัย 
การวิจัยครั้งนี้ด าเนินการจ าลองแบบปัญหาโดยใช้เทคนิคมอนติคาร์โลด้วยโปรแกรมภาษา R มีขั้นตอน 

ดังนี ้
1. ประชากรที่ศึกษาประกอบด้วยประชากรที่มีการแจกแจงปกติ ประชากรท่ีมีการแจกแจงเบ้ซ้ายและ

ความโด่งสูงกว่าปกติ ( kS = -0.65, K = 6.00) และประชากรที่มีการแจกแจงเบ้ขวาและความโด่งสูงกว่าปกติ ( kS
= 0.65, K = 6.00) 

การสร้างประชากรที่มีการแจกแจงดังกล่าว จะใช้วิธีของ Ramberg และคณะ ซึ่งเสนอวิธีการสร้าง 
ตัวแปรสุ่มที่ขึ้นอยู่กับความเบ้ (skewness) และความโด่ง (kurtosis) ซึ่งตัวแปรสุ่มนี้ถูกก าหนดจากค่าพารามิเตอร์ 
4 ค่า ดังนี ้
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
 ]RR[x  

โดยที่ R  เป็นตัวเลขสุ่มที่มีการแจกแจงเอกรูปในช่วง (0,1) 
            1  เป็นพารามิเตอร์ต าแหน่ง (location parameter) 
            2  เป็นพารามิเตอร์มาตรา (scale parameter) 
           43  ,  เป็นพารามิเตอร์รูปร่าง (shape parameter) ซึ่งขึ้นกับค่าความเบ้และความโด่งที่
ก าหนด ถ้าการแจกแจงสมมาตร จะได้ 43   
 ส าหรับค่า 321  ,,  และ 4  อ่านจากตารางการแจกแจงของ Ramberg et al. (1979) ตามค่า
ความเบ้และค่าความโด่งที่ก าหนด โดยค่า 21 λλ ,  ที่ได้มีค่าเฉลี่ยเท่ากับ 0 และความแปรปรวนเท่ากับ 1 แต่ถ้า
ค่าเฉลี่ยเท่ากับ   และความแปรปรวนเท่ากับ 2 จะต้องแปลงค่า 21 λλ , จากตาราง ดังนี ้

 1λ ( , 2 ) = 1λ (0,1) σ  +   

  2λ ( , 2 ) = 2λ (0,1) /σ  

 ในการวิจัยครั้งนี้ก าหนดค่าพารามิเตอร์ของประชากรกลุ่มที่ 1 คือ ค่าเฉลี่ย เท่ากับ 10 และค่าความ
แปรปรวน เท่ากับ 3 ส าหรับประชากรกลุ่มที่ 2 แปรเปลี่ยนตามเง่ือนไขที่ก าหนด โดยในการศึกษาครั้งนี้ทดสอบ
สมมติฐานแบบสองหาง 
 2. ขนาดตัวอย่างที่ท าการศึกษาแบ่งออกเป็น 6 ขนาด ได้แก่ 5 10 20 25 50 และ 100 โดยก าหนดให้
ขนาดตัวอย่างเท่ากับ 5 และ 10 เป็นตัวแทนกลุ่มตัวอย่างขนาดเล็ก ขนาดตัวอย่าง 20 และ 25 เป็นตัวแทนกลุ่ม
ตัวอย่างขนาดกลาง และขนาดตัวอย่าง 50 และ 100 เป็นตัวแทนของกลุ่มตัวอย่างขนาดใหญ่ โดยมีรายละเอียด 
ดังนี ้

1n  5 5 20 25 50 50 

2n  5 10 20 20 50 100 

 3. ก าหนดอัตราส่วนค่าเฉลี่ยของประชากร จ านวน 2 ขนาด คือ 1:1 และ 1:1.2 
 4. ก าหนดอัตราส่วนค่าความแปรปรวนของประชากร จ านวน 2 ขนาด คือ 1:1 และ 1:2  
 5. ก าหนดระดับนัยส าคัญของการทดสอบ คือ 0.05 

6. ตัวสถิติทดสอบความแตกต่างของค่ากลางระหว่างประชากร 2 กลุ่มที่น ามาศึกษาเปรียบเทียบกัน 
ประกอบด้วย t test, Mann Whitney U test, Van der Waerden test, Wald Wolfowitz Runs test และ 
Modified U test 
 7. ในแต่ละสถานการณ์จ าลองชุดข้อมูลจ านวน 10,000 ชุด โดยใช้เทคนิคมอนติคาร์โล 

8. เปรียบเทียบประสิทธิภาพของตัวสถิติทดสอบพิจารณาจากความสามารถในการควบคุมความ
คลาดเคลื่อนประเภทที่ 1 และก าลังของการทดสอบ โดยใช้เกณฑ์ของ Cochran (1947) ที่ระดับนัยส าคัญ 0.05 
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ถ้าค่าความน่าจะเป็นของความคลาดเคลื่อนประเภทที่ 1 อยู่ระหว่าง 0.04 – 0.06 ถือว่าสามารถควบคุมความ
คลาดเคลื่อนประเภทท่ี 1 ได้ 
 

ผลการวิจัย 
4.1 ความน่าจะเป็นของความคลาดเคลื่อนประเภทท่ี 1 และก าลังของการทดสอบ เมื่อประชากรมีการ

แจกแจงปกติ ผลการวิจัยดังแสดงในตารางที่ 1-2 
จากตารางที่ 1 ที่ระดับนัยส าคัญ 0.05 กรณีประชากรมีการแจกแจงแบบปกติ ตัวสถิติทดสอบที่สามารถ

ควบคุมความคลาดเคลื่อนประเภทที่ 1 ได้ดีที่สุด เมื่อกลุ่มตัวอย่างมีขนาดเล็ก คือ Van der Waerden test 
รองลงมา คือ t test เมื่อกลุ่มตัวอย่างมีขนาดกลาง คือ t test, Mann Whitney U test, Van der Waerden 
test และ Modified U test และเมื่อกลุ่มตัวอย่างมีขนาดใหญ่ คือ Van der Waerden test และ Modified U 
test 
 

ตารางที่ 1 ความน่าจะเป็นของความคลาดเคลื่อนประเภทท่ี 1 เมื่อประชากรมีการแจกแจงปกต ิ

1n  2n  2
2

2
1 :  t M-W V-W W-W M-U 

5 5 
1:1 0.0478* 0.0341 0.0575* 0.0150 0.0953 
1:2 0.0428* 0.0333 0.0553* 0.0156 0.0952 

5 10 
1:1 0.0505* 0.0435* 0.0505* 0.0048 0.0911 
1:2 0.0312 0.0341 0.0555* 0.0070 0.0814 

20 20 
1:1 0.0489* 0.0477* 0.0484* 0.0330 0.0581* 
1:2 0.0478* 0.0477* 0.0455* 0.0380 0.0561* 

25 20 
1:1 0.0470* 0.0492* 0.0499* 0.0325 0.0588* 
1:2 0.0530* 0.0511* 0.0526* 0.0393 0.0586* 

50 50 
1:1 0.0464* 0.0481* 0.0476* 0.0357 0.0509* 
1:2 0.0490* 0.0516* 0.0495* 0.0422* 0.0538* 

50 100 
1:1 0.0527* 0.0517* 0.0480* 0.0416* 0.0550* 
1:2 0.0333 0.0395 0.0585* 0.0501* 0.0524* 

*สามารถควบคุมความคลาดเคลื่อนประเภทท่ี 1 ได้ 
 

ตารางที่ 2 ก าลังของการทดสอบ เมื่อประชากรมีการแจกแจงปกต ิ

1n  2n  2
2

2
1 :  t M-W V-W W-W M-U 

5 5 
1:1 0.5852** 0.4810 0.5830 0.2538 0.6952 
1:2 0.4455 0.3592 0.4520** 0.1805 0.5571 

5 10 
1:1 0.7260** 0.6776 0.1389 0.1460 0.7840 
1:2 0.5333 0.5291 0.1234** 0.0966 0.6895 

20 20 
1:1 0.9966 0.9973 0.9956 0.7706 0.9977** 
1:2 0.9685 0.9753 0.9659 0.5922 0.9768** 

25 20 
1:1 0.9978 0.9982 0.9977 0.8041 0.9983** 
1:2 0.9788 0.9839** 0.9784 0.6623 0.9837 

50 50 
1:1 1.0000** 1.0000** 1.0000** 0.9812 1.0000** 
1:2 1.0000** 1.0000** 1.0000** 0.9085 1.0000** 

50 100 
1:1 1.0000** 1.0000** 0.9760 0.9960 1.0000** 
1:2 1.0000 1.0000 0.8905 0.9409 1.0000** 

**มีก าลังของการทดสอบสูงสุดในกลุ่มท่ีสามารถควบคุมความคลาดเคลื่อนประเภทท่ี 1 ได้ 
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จากตารางที่ 2 ที่ระดับนัยส าคัญ 0.05 กรณีประชากรมีการแจกแจงปกติ ตัวสถิติทดสอบที่มีอ านาจการ
ทดสอบสูงสุดและสามารถควบคุมความคลาดเคลื่อนประเภทที่ 1 ได้ เมื่อกลุ่มตัวอย่างมีขนาดเล็ก คือ t test และ 
Van der Waerden test เมื่อกลุ่มตัวอย่างมีขนาดกลางและขนาดใหญ่ คือ Modified U test 

4.2 ความน่าจะเป็นของความคลาดเคลื่อนประเภทท่ี 1 และก าลังของการทดสอบ เมื่อประชากรมีการ
แจกแจงเบ้ซ้ายและความโด่งสูงกว่าปกติ ( kS =-0.65, K=6.00) ผลการวิจัยดังแสดงในตารางที่ 3-4 
 

ตารางที่ 3 ความน่าจะเป็นของความคลาดเคลื่อนประเภทท่ี 1 เมื่อประชากรมีการแจกแจงเบซ้้าย 
 และความโด่งสูงกว่าปกต ิ

1n  2n  2
2

2
1 :  t M-W V-W W-W M-U 

5 5 
1:1 0.0366 0.0294 0.0563* 0.0158 0.0950 
1:2 0.0409* 0.0349 0.0591* 0.0171 0.1031 

5 10 
1:1 0.0412* 0.0377 0.0451* 0.0046 0.0832 
1:2 0.0315 0.0340 0.0504* 0.0092 0.0820 

20 20 
1:1 0.0492* 0.0498* 0.0501* 0.0333 0.0595* 
1:2 0.0431* 0.0499* 0.0464* 0.0389 0.0591* 

25 20 
1:1 0.0469* 0.0464* 0.0472* 0.0357 0.0558* 
1:2 0.0477* 0.0479* 0.0473* 0.0338 0.0503* 

50 50 
1:1 0.0475* 0.0497* 0.0487* 0.0351 0.0531* 
1:2 0.0509* 0.0635 0.0586* 0.0435* 0.0653 

50 100 
1:1 0.0500* 0.0486* 0.0515* 0.0401* 0.0527* 
1:2 0.0326 0.0539* 0.0604 0.0519* 0.0680 

*สามารถควบคุมความคลาดเคลื่อนประเภทที่ 1 ได้ 
 

ตารางที่ 4 ก าลังของการทดสอบ เมื่อประชากรมีการแจกแจงเบ้ซ้ายและความโด่งสูงกว่าปกต ิ
  1n  2n  2

2
2
1 :  t M-W V-W W-W M-U 

0.05 

5 5 
1:1 0.5852 0.5015 0.5867** 0.3050 0.6855 
1:2 0.4809** 0.3981 0.4802 0.2363 0.5793 

5 10 
1:1 0.7130** 0.7146 0.1587 0.1988 0.8236 
1:2 0.5439 0.5812 0.1413** 0.1602 0.7458 

20 20 
1:1 0.9834 0.9984 0.9949 0.8573 0.9985** 
1:2 0.9197 0.9828** 0.9688 0.7534 0.9816 

25 20 
1:1 0.9893 0.9990** 0.9976 0.8956 0.9989 
1:2 0.9387 0.9884** 0.9820 0.8256 0.9858 

50 50 
1:1 1.0000** 1.0000** 1.0000** 0.9947 1.0000** 
1:2 0.9991 1.0000 1.0000** 0.9796 1.0000 

50 100 
1:1 1.0000** 1.0000** 0.9711 0.9990 1.0000** 
1:2 1.0000 1.0000** 0.9004 0.9922 1.0000 

**มีก าลังของการทดสอบสูงสุดในกลุ่มที่สามารถควบคุมความคลาดเคลื่อนประเภทที่ 1 ได้ 
 

จากตารางที่ 3 ที่ระดับนัยส าคัญ 0.05 กรณีประชากรมีการแจกแจงเบ้ซ้ายและความโด่งสูงกว่าปกติ  
( kS = -0.65, K=6.00) ตัวสถิติทดสอบที่สามารถควบคุมความคลาดเคลื่อนประเภทท่ี 1 ได้ดีที่สุด เมื่อกลุ่มตัวอย่าง
มีขนาดเล็ก คือ Van der Waerden test เมื่อกลุ่มตัวอย่างมีขนาดกลาง คือ t test, Mann Whitney U test, 
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Van der Waerden test และ Modified U test และเมื่อกลุ่มตัวอย่างมีขนาดใหญ่ คือ t test, Mann Whitney 
U test, Van der Waerden test และ Wald Wolfowitz Runs test 

จากตารางที่ 4 ที่ระดับนัยส าคัญ 0.05 กรณีประชากรมีการแจกแจงแบบเบ้ซ้ายและความโด่งสูงกว่าปกติ  
( kS = -0.65, K=6.00) ตัวสถิติทดสอบที่มีก าลังของการทดสอบสูงสุดและสามารถควบคุมความคลาดเคลื่อน
ประเภทท่ี 1 ได้ เมื่อกลุ่มตัวอย่างมีขนาดเล็ก คือ t test และVan der Waerden test เมื่อกลุ่มตัวอย่างมีขนาด
กลางและขนาดใหญ่ คือ Mann Whitney U test 

4.3 ความน่าจะเป็นของความคลาดเคลื่อนประเภทท่ี 1 และก าลังของการทดสอบ เมื่อประชากรมีการ
แจกแจงเบ้ขวาและความโด่งสูงกว่าปกติ ( kS =0.65, K=6.00) ผลการวิจัยดังแสดงในตารางที่ 5-6 

จากตารางที่ 5 ที่ระดับนัยส าคัญ 0.05 กรณีประชากรมีการแจกแจงเบ้ขวาและความโด่งสูงกว่าปกติ (
kS = 0.65, K=6.00) ตัวสถิติทดสอบที่สามารถควบคุมความคลาดเคลื่อนประเภทท่ี 1 ได้ดีที่สุด เมื่อกลุ่มตัวอย่างมี

ขนาดเล็ก คือ Van der Waerden test รองลงมา คือ t test เมื่อกลุ่มตัวอย่างมีขนาดกลาง คือ t test, Mann 
Whitney U test และ Van der Waerden test และเมื่อกลุ่มตัวอย่างมีขนาดใหญ่ คือ t test, Mann Whitney 
U test, Van der Waerden test และ Wald Wolfowitz Runs test 

จากตารางที่ 6 ที่ระดับนัยส าคัญ 0.05 กรณีประชากรมีการแจกแจงเบ้ขวาและความโด่งสูงกว่าปกติ (
kS = 0.65, K=6.00) ตัวสถิติทดสอบที่มีก าลังของการทดสอบสูงสุดและสามารถควบคุมความคลาดเคลื่อน

ประเภทท่ี 1 ได้ เมื่อกลุ่มตัวอย่างมีขนาดเล็ก คือ Van der Waerden test และ t test เมื่อกลุ่มตัวอย่างมีขนาด
กลาง คือ Mann Whitney U test และเมื่อกลุ่มตัวอย่างมีขนาดใหญ่ คือ t test และ Mann Whitney U test 
 

ตารางที่ 5 ความน่าจะเป็นของความคลาดเคลื่อนประเภทท่ี 1 เมื่อประชากรมีการแจกแจงเบ้ขวา 
และความโด่งสูงกว่าปกต ิ

1n  2n  2
2

2
1 :  t M-W V-W W-W M-U 

5 5 
1:1 0.0408* 0.0312 0.0569* 0.0150 0.0930 
1:2 0.0425* 0.0344 0.0579* 0.0167 0.0971 

5 10 
1:1 0.0481* 0.0394 0.0485* 0.0049 0.0893 
1:2 0.0291 0.0348 0.0527* 0.0080 0.0843 

20 20 
1:1 0.0477* 0.0492* 0.0477* 0.0348 0.0571* 
1:2 0.0522* 0.0571* 0.0544* 0.0388 0.0655 

25 20 
1:1 0.0487* 0.0488* 0.0502* 0.0323 0.0599* 
1:2 0.0517* 0.0586* 0.0584* 0.0436* 0.0649 

50 50 
1:1 0.0485* 0.0491* 0.0494* 0.0364 0.0525* 
1:2 0.0494* 0.0624 0.0575* 0.0414* 0.0654 

50 100 
1:1 0.0486* 0.0445* 0.0492* 0.0434* 0.0489* 
1:2 0.0338 0.0558* 0.0620 0.0484* 0.0709 

*สามารถควบคุมความคลาดเคลื่อนประเภทที่ 1 ได้ 
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ตารางที่ 6 ก าลังของการทดสอบ เมื่อประชากรมีการแจกแจงเบ้ขวาและความโด่งสูงกว่าปกต ิ

1n  2n  2
2

2
1 :  t M-W V-W W-W M-U 

5 5 
1:1 0.5877 0.5005 0.5936** 0.2932 0.6931 
1:2 0.4479 0.3909 0.4808** 0.2093 0.5878 

5 10 
1:1 0.7105** 0.6908 0.1397 0.2302 0.7588 
1:2 0.5305 0.5708 0.1324** 0.1447 0.6938 

20 20 
1:1 0.9846 0.9974** 0.9943 0.8536 0.9974** 
1:2 0.9437 0.9837** 0.9697 0.6697 0.9851 

25 20 
1:1 0.9904 0.9989** 0.9976 0.8784 0.9989** 
1:2 0.9686 0.9914** 0.9850 0.7202 0.9910 

50 50 
1:1 1.0000** 1.0000** 1.0000** 0.9956 1.0000** 
1:2 1.0000** 1.0000 1.0000** 0.9482 1.0000 

50 100 
1:1 1.0000** 1.0000** 0.9813 0.9994 1.0000** 
1:2 1.0000 1.0000** 0.9201 0.9828 1.0000 

**มีก าลังของการทดสอบสูงสุดในกลุ่มที่สามารถควบคุมความคลาดเคลื่อนประเภทที่ 1 ได้ 
 

สรุปผลการวิจัย 
สรุปตัวสถิติทดสอบที่เหมาะสมในการทดสอบความแตกต่างของค่ากลางระหว่างประชากร 2 กลุ่ม โดย

พิจารณาจากความสามารถในการควบคุมความคลาดเคลื่อนประเภทท่ี 1 และก าลังของการทดสอบ แสดงดังตาราง
ที ่7 
 

ตารางที่ 7 ตัวสถิติทดสอบที่เหมาะสมแต่ละสถานการณ์ในการทดสอบความแตกต่างของค่ากลาง 
ระหว่างประชากร 2 กลุ่ม 

การแจกแจง 
ขนาดตัวอย่าง 

เล็ก กลาง ใหญ่ 

ปกต ิ
t test,  

Van der Waerden test 
Modified U test Modified U test 

เบ้ซ้ายและความโด่งสูงกว่าปกต ิ
t test,  

Van der Waerden test 
Mann Whitney U test Mann Whitney U test 

เบ้ขวาและความโด่งสูงกว่าปกต ิ
t test,  

Van der Waerden test 
Mann Whitney U test 

t test, 
Mann Whitney U test 

 

จากตารางที่ 7 แสดงให้เห็นว่า เมื่อประชากรมีการแจกแจงปกติ กลุ่มตัวอย่างมีขนาดเล็ก ตัวสถิติทดสอบ
ที่เหมาะสม คือ t test และ Van der Waerden test กลุ่มตัวอย่างมีขนาดกลางและขนาดใหญ่ คือ Modified U 
test เมื่อประชากรมีการแจกแจงเบ้ซ้ายและความโด่งสูงกว่าปกติ กลุ่มตัวอย่างมีขนาดเล็ก ตัวสถิติทดสอบที่
เหมาะสม คือ t test และVan der Waerden test กลุ่มตัวอย่างมีขนาดกลางและขนาดใหญ่ คือ Mann Whitney 
U test และเมื่อประชากรมีการแจกแจงเบ้ขวาและความโด่งสูงกว่าปกติ กลุ่มตัวอย่างมีขนาดเล็ก ตัวสถิติทดสอบที่
เหมาะสม คือ t test และVan der Waerden test กลุ่มตัวอย่างมีขนาดกลาง คือ Mann Whitney U test และ
กลุ่มตัวอย่างมีขนาดใหญ่ คือ t test และ Mann Whitney U test 
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