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Feature Extraction using Convolutional Neural Network

for Building Image Retrieval

Achirawit Kumphetl, Wachirawat Malaikhotl, Kamonrat Somchail, Sangdaow Noppitakl'*

ABSTRACT

This research aimed to extract image features using
Convolutional Neural Networks (CNNs) for a content-based image
retrieval (CBIR) system of buildings. A dataset of 513 photographs of
various buildings within Buriram Rajabhat University was utilized. Three
CNN models, VGG16, VGG19, and NasNetlLarge, were employed for
feature extraction, with Cosine similarity. The results indicated that
VGG19 yielded the highest accuracy in image retrieval, followed by
VGG16 and NasNetlLarge, respectively. This suggests that VGG19 is
more effective at extracting building image features than VGG16 and
NasNetLarge. However, the study revealed that NasNetlLarge, a more
complex model, had limitations in extracting features from building
images, possibly due to its higher structural complexity compared to
VGG16 and VGG19, resulting in lower performance in this specific

application.

Keywords: Feature Extraction, Convolutional Neural Network,

Content-Based Image Retrieval, Cosine Similarity, Deep Learning

J. Sci. Innov. Sustain. Dev. (2023)

Published Online: 17 June 2024

ISSN: 2730-3829
Wachirawit kumphet1
1Faculty of Science,
Buriram Rajabhat University

(630112418054@bru.ac.th)

Wachirawat Malaikhot'
1Faculty of Science,
Buriram Rajabhat University

(630112418018@bru.ac.th)

Kamonrat Somchai'
1Faculty of Science,
Buriram Rajabhat University

(kamonrat.sj@bru.ac.th)

Sangdaow Noppitak“
1Faculty of Science,
Buriram Rajabhat University

(sangdaow.np@bru.ac.th)

'Corresponding Author

Recevived date: 14 March 2023

Revised date#1: 2 May 2024
Revised date#2: 1 June 2024
Accepted date: 4 June 2024

Vol 5 | Issue 2 | December 2023



Journal of Science Innovation for Sustainable Development
https.//ph01.tci-thaijo.org/index.php/|SISD/index

RESEARCH ARTICLE

nsafanuanwazlagltlassinessamuuunaulagiu

o w Y A a v
dmsussuuauAugUnInaIlanadsg

a a ¢ 3 1 a o 4 [ 1 [V 4 1 a v e‘l,*
YINY NUNYT , IVIINIUY uaglans , NAAINUY aula , BENATY UNANNY

unAnga

nM9ideilingusrasdifieatnaudnvurvosniniaelflasedine
Uszamuuuaauligdu (Convolutional Neural Networks: CNNs) ile
ihluuszgndldluszuudufuguninniaiien (Content-Based  Image
Retrieval: CBIR) @msun1sAuAunIneIas neldnmageiaisanee anelu
uTingndeseiguIuddiuan 513 am Wuyndeyannaou Tuna CNNs 7
lflunsainqaudnuuy laud VGG16, VGG19 uwag NasNetLarge lngld
Cosine similarity Tun1sinnuad1eadawsn n kan1s39enuin VGG19 T
nadndauwiuglunsduAuniniian seeadunfo VGG16  uas
NasNetlarge auddu uansliliiudn VGG19 anunsoainaudnuazves
Ameasiaedneiluse@nsaimannnit VGG16 way NasNetlarge ag1dlsh
M3 NasNetlarge epsiidedninlunisainaudnuaznineins ieeann
NasNetLarge imududauvedlasaasnegenii VGG16 uaz VGG19 il

Uszaninmlunisanaaadnuaznmeiasaing

ArEARy: nsaneRuanee, laTwieUssamuuuaeulgy, n1sAuAu

FUAM, AANLARY, N1SITEUSLAEN

J. Sci. Innov. Sustain. Dev. (2023)

Published Online: 17 figu1su 2566
ISSN: 2730-3829

28598 nuiies |

"AauzAneenans uvninendesiuigussud
(630112418054@bru.ac.th)

a_ v ¢ [ 1
23Tl wdelans
"AauzAneenans uvninendosusgussud
(630112418018@bru.ac.th)

o ¢ 1
nuasnil dula

1 a '3 a Y o 9
AULINYIAENT NMW’JVIEJ’]E}EJi’]‘Uﬂ{]u%i@JEI

(kamonrat.sj@bru.ac.th)

a o 1,*
WEIAN UNATING

1 a '3 a Y o 9
AULINYIAENT NMW’JVIEJ’]E}EJi’]‘Uﬂ{]u%i@JEI

(sangdaow.np@bru.ac.th)

c orresponding Author

Recevived date: 14 fiunau 2566
Revised date#1: 2 weun1AN 2567
Revised date#2: 1 figuey 2567
Accepted date: 4 figuiey 2567

Vol 5 | Issue 2 | December 2023



RESEARCH ARTICLE

Journal of Science Innovation for Sustainable Development
https.//ph01.tci-thaijo.org/index.php/|SISD/index

1. uni
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gnfednazyiinsduAudeyarinuldedntliegdivsedniam Jagtunsadinaudnuaelagldlaseie
Usgannuuumeulagiu (Convolutional Neural Networks: CNNs) 1Humadiafifiuszavsanmmadands
CNNs ﬁmmimmL.m'uiumiaﬁm@mﬁﬂwmzmﬂ‘ﬁaaﬂaﬁ%%u $9911398U94 Sharma, Kumar, & Gupta (2023)
levihnsainaudnuugveinuueanananiuszerlnanuagidenas (High-Resolution Remote Sensing
Images: HRRSI) Ludesfivhmediosanlassadsidudouvesouy w1 wasmsuadsiiinandulsd saous
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Tuaued Weiiuanuuiug lumsitadouasnssnw U sieeinwitussansnim (Malleswari, G., &
Reddy, A. S., 2023; Rashmi, P., & Singh, M. P., 2023)

NNSEUALUITEINRAIBLraTlARNsLazIUSa U ABUNSTY  CNNs Tun1saiauagd1uwun
ANANYAEIINAIN LU Chen, C, (2023) dnauanisly CNNs wnunsannauanuuzwuulay Ingldnate
Contrastive Language-Image Pretraining (CLIP) L'ﬁaLﬁummLLZJu?jﬂumiﬁﬁaaﬂamw Mathews et al,
(2022) @1579Us¥ANSA1MVDI CNNs Iumaé’uﬁumwmﬂgm%mﬂaL?T@ﬁ’i’]LLaziaqLﬁﬂ nuInluma VGG19,
InceptionV3, waz Xception wanUseansnIngedn Wei, D., (2022) laAnw13dunisiinisuanseenuu
Tunthlagld VGG19 way Resnet18 Tunisafnmadnuazuaanin Felvuadnsfinninianisou 9 way Aung,
S.P.P., Pa, W. P., & Nwe, T. L., (2023) Waunszuuasea1ussorenmneiiiousnsingly NASNetLarge
ua BI-LSTM Bsldazuun BLEU-4 gugn 40.05% waw Gayathri et al. (2023) 14 VGG-16 tionsaaduiiiesen
Tuanes Inglimnuuwsiudiggni 94% ndansusumnnives mnseaziBeadnsdunandiiiuii VGc1e
wae VGG19 Wuanilnenssuiiléfuanudey Lﬁaqmﬂmmﬁsmq"mLLaxﬂizﬁw%ﬂwwiumiaﬁ’m@mé’ﬂwmz
A uagldsunsiintutuyadoyavunslug (mageNet) @ NASNetLarge uaminsnssuduga d4lssy
nseenuuulagldinaiia Neural Architecture Search (NAS) sen1sAuMIlATIas10ATa8UTEAMNOR L UNRA
LﬁuﬁﬁﬁﬂiuﬁmmwmmuﬁwLLazﬂizﬁw%quﬂuLﬁaLﬁauﬁuﬁﬁuamﬂmaﬂﬁmsu (Himel, G. M. S., & Islam,
M. M., 2024)

Feifuauidei [Wameisvesenansens 4 lusminerdesesgyisudidudeyalunisnaaoy
ANNENNTATRY CNNs ansanUnenssy lawa VGG16, VGG19 way NasNetLarge Tunisafinnadnuazain
A msfanaazldan Cosine  similarity  1iloiUSeuIfisuauadiondsvesnniadinnudnvzwd,

nan1sIveazle i latause@nsanwartodninveanarluma CNNs  TunsAUAUAITNANULLENN T

ansahlUldusudsasimunwalulagnmsdufuninlueuaala
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Figure 1 Research framework

970 Figure 1 LLammié’uﬁugﬂmwmmL‘ﬁam (Content-Based Image Retrieval, CBIR) lmgly
Convolutional Neural Networks (CNNs) lén VGG16, VGG19, wag NasNetlLarge L‘ﬁaaﬁﬂ@mﬁﬂwmzmﬂ
AMNA197 (Query Image) waznmluyadum (Image Search Set) lag CNNs zai1aninmasAnanvuy
W 1x H dwdunmdinig uag Mx H - dwuninlugadum anduldnisiaanuadrendeiudae
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mﬁl,ﬂiwﬁ%'a;gal,%nﬁuﬁ nsUszananadyy i MTIladedeanain MITILUNUSELAY WAEN1SISEUIVeN
\A389 (Machine Learning)  +Judu LMﬂﬁﬂﬁgﬂﬁmﬂﬁi’ﬂumimaaﬁmmﬁwmz 19U Mel-Frequency
Cepstral Coefficients (MFCO), Linear Predictive Coding (LPC), Perceptual Linear Prediction (PLP),
Gaussian Models, anwaizn19adn uazn53eusiBdn (Deep Learning) Wusiu nsainamdnuazdiunum
drdlunsiinyseansamlunsdin andis wazUTuUsIAuiug1vaauuuIges (Liv, Q, Zhang, J.,
Liu, J., & Yang, Z., 2022, Suhaidi, M., Abdul Kadir, R., & Tiun, S., 2021; Xu, X., & Zheng, L., 2022)
nsafnnuanuurlaglilasainguszamuuuneuligdu (Convolutional Neural Networks: CNNs)
\umedafifiussansnmgs Tanulaniulunisafnaudnvazanteyaiidudeu 1wy Mwauazidengs

91nN13M5397UsE8ElNa (Sharma, P., Kumar, R., & Gupta, M., 2023) dganaldssueesiidnysn1wsingy
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TaodnlusiAlusefunazanuinuansinefiu efiuawainsalunisusuilidfugadeyaiinainmangls
wnfu lufumsuwdinnisudisunsatnaudnvuzamidesenlagld CNNs aesaniiinenssy T
DenseNet  Ua¥ Xception — Wan135338 Wud1 CNNs anunsaainnudnvuelaegrautiug lnonsld
mmmmidumaﬁwﬁgﬂLL‘U‘ULLaz@mﬁﬂwmzﬁ%%umﬂﬂi’fagaﬂizm‘wm"ms] (Malleswari, G., & Reddly, A.
S., 2023)

2) lassvreuszamuuupaulagdu

lasenguszamuuuaauligdu (Convolutional Neural Networks: CNNs) tluraslasstneyszam
Lﬁ&lu‘dizLﬂwwﬁqﬁgﬂaamwumLﬁ@iéﬁumuﬁﬁumiﬂwmamam‘wLﬁuwé’ﬂ (Celeghin, A. et al, 2023;
Jiang, C., & Goldsztein, G., 2023) CNNs fianuansnsatunisussanananariinsigideyann lnen1siseus
Audnuaztdsdsudulaesnluifkiuduaouligdu (Convolutional  Layers) dun1ssaudiaga (Pooling
layer) LLaS%‘lJL‘?JIE)ZJIENLLlJlJmJUUiEﬁ (Fully-Connected Layer) (Chen, X., 2023) TAsenemantitauaansn
Tunumusingg Wy nsuwunnm n15nTaTuing Lazn133in lnganunsafwadLunANENYUEAINAMN
Ifeehsiiuszansaluseninamsiions (Taye, 2023) luvazifioadu CNNs  Safinanumumuuas
ANNELNTalUNNSIRISUTBRANaNA (Karrach, L., & Pivarciova, E., 2023)

VGG16 waz VGG19 tdu CNNs Aildsunisiamnlag Visual Geometry Group (VGG) 910 University
of Oxford Tamawmanildsuanuienegsunsnaredmsunssuunnn lnefinisesnwuuiiitunisiiy
SnuaesTinaLEn IRy Lﬁaiﬁmmmﬁa@mé’mmxmnmwléfa&hqaxlﬁafﬂ 1oy VGG16 Usznaunay
16 LaLEJa%ﬁﬁmjﬁEJuﬁ (13 Convolutional layers wag 3 Fully connected layers) Turaudl VGG19 1 19 1a
193 (16 Convolutional layers Wag 3 Fully connected layers) ‘ﬁqaaﬂmmaﬁl‘ﬁmmm‘uaﬂama%ﬂauhqﬂﬁu
an (3x3) uaziin13ld Max-Pooling layers evhnsanauinnm (Simonyan, K., & Zisserman, A., 2014)

NasNetLarge 11 CNNs fignesnuuulagnisldinaiia Neural Architecture Search (NAS) e
1ng Google Al T,umaﬁgﬂaaﬂLLU‘U;JWiﬁﬁﬂizﬁw%quﬂumﬁﬁLLuﬂmw Imﬂﬁﬁmqa%ﬁqﬁgﬂﬁuwﬂﬂs
Fano3sunisdumsnludia sivldamnsadunilassadisifiuszansamgeaalusiudiuunninsng 9
NasNetlarge Usznaushemanelugafignesnuuuliannsadeuinudnuuzanamldedsdiussansam
Tassadwosaninenssuil wunisldnmsdenlesuuu Skip connections wazn1sl4 Batch Normalization
LﬁaLﬁmﬂizaw%mwhmiﬁauﬁ (Zoph, B., Vasudevan, V., Shlens, J., & Le, Q. V., 2018)

3) miﬁuﬁumwmﬂLﬁammaqgﬂmw

MsEumMAMINLEeM (Content-Based Image Retrieval: CBIR) i3amsiildinafinnisueadiuves
Aoy mesTunsAuAmAIanelugudeyavuaivg (Rani & Yuhandri, 2023) 52Uy CBIR Wun15afin
@mﬁﬂwmzmﬂmmﬁaﬁﬂLLuﬂLLazL'%ﬂﬂﬁumwﬁﬂﬁwaﬂﬁqﬁummﬁﬁum (Malik, C. K. M., 2022) szuumant
#0130lI5N15A9 9 U nsAurmsudlagldvindauadienas HSV, ANSAUMAIRURE 8 TLEN
doumay LLaxmﬁmmmﬂﬁﬁaﬂﬁqﬁﬁwmmmuﬁﬁﬂLLumx&Jxmagﬂam (Lazim Lafta & I. Abdulsada, 2022)
uananil eufvng q wu an1ilnensau Residual Network (ResNet-18) wag CNNs gnijiunldiiie
AMAUAALWUIUAINAAI8ATIUBIN N bR og 1kl ug luaUnELATY CBIR (Abdullah, M. N., & Sahari, M. A.,
2022)

4) M3IAAIUARIEART

Cosine similarity \Jw3snsinmnuadieadsszninnmesaesiilulifiviansdn lneAuiuainyy
sgyrhannmeivai wufldunnsrsgieseninnnes Badustlendludumsliesgideya

Wi Nsviumilesdeniu nsIandudeya warn1sisenAudaya Cosine similarity agliAsyndng -1 8 1 @
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AN 1 MU0 LNMBSARIRILUINANIBALITUY A1 0 NUNBTI LINABIAIRITUAIRINAY LazAT -1 N8

nAme SR ItUITNAN1IMSIAUIN (Park, Hong, & Kim, 2020) slsaunas (1)

> >
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2.2 AdeiReades
Chen, C,, (2023) TdlassngUszamuuunauligdu (Convolutional Neural Networks: CNNs) Tun1s

afnRuaNYEIINAIMENUNITARAAMENYMEMEAUE CNNs  TUseaniainlunisiSeuiuaznisuans

' o a

@mauﬁammmmwuﬁﬁu%y’u v‘iﬂﬁmmamwﬂ@mé’ﬂwmxﬁuuumm@ﬁu 9niuldinadia Contrastive
Language-Image Pretraining (CLIP) LﬁaﬁqnﬂLma%Qmé’ﬂwmzﬁaqqmﬂ‘*qfﬂia;ﬂamwdauv‘hmiﬁ'aui R
wadla CLIP l¢¥unisesnuuuniiiedugnimdudenin shliifinanudlaferfuguaudfveanmuas
wily “desdnemnunang” seninnmuazdeniuld vivlinisfadeyaniedane3fiu Local Sensitive Hash
(LSH) T aunsaviinisisteyaldegnsiiussansamanndomamuasdonny Snisdadaeidiy
NsrUINMIAlayalalagsan

PMNNUITLYBS Mathews, A, N, S., & R, V. K. (2022) lavinsdnsiause@nsnineas CNNs Tunis
afinpuanwuzdmTunIsAuAuNINiuYAdeaYa Footwear Dataset Wag Women Cothes Dataset iAded
Wisuileudsvansamsywindanesiuwuudadiuiu CNNs Téui VGG16, VGG19, InceptionV3, Xception
ua ResNet50 Tunsispudnuarangadoyasoningmeunsideinguds Insldgudnvuzifsanlunisda
UszLnneie SVM, Random Forest lay K-Nearest Neighbors Taiaa VGG19, InceptionV3 waz Xception
wansUszansamimienitluiunisimadnuazuasnsinuszinnam tnefinnuuwsiug s 97.50%
nuAdeSmsaeuUsraninmnsfufunlneligudnvasmaiiiarnisianuadiondet

Wei, D. (2022) nmsiauimeluladedumniiuarnisiuiuresdodinuosulal dayanmls
dulnegamn dau amdadingnléifudonisdeans Wenafenisidinin mafsnudnvazvesnindy

[ =

TunauNd1AY WagnaveIn1shsnaEnyr eI niinansenulnenswoUseansnmueanisianam delund

@

thu mafnudnuasdutaioddyiifesinsanfdmarionnuusiuglunisidnm sgdlsia eswin
NANTENUIINAVBILANGIYBIYARAUALTIAUAS YinlWiosdUszneuueaiiBenlusedafidoddyiunis
Wasuwasweanmenniiasfseonun fatu audnuasiinanidansasuamosnwldegamnganis
Huiidesnsoghadasi egndsvasdi nuiteiiaueiBnisssynisuanseonuulumilld cNs dwy
NuMsiiimsuanseenuuluniinelinisfsnadnuuzvesninesulal Iagld VGG19 uay Resnet18 Tu
ns3TMarduunNMsLanseanuulunt

Aung, S. P. P, Pa, W. P, & Nwe, T. L., (2023) ATNAILINITASAIUTTENNINAT Y LT UL
SnlutAlanizoudidevvasnmilagldanntinenssu NASNetLarge uay Bi-LSTM nsedueiiiomvaanimdu
sdidudoudmiuindesinslaglifinsunsnussannuywd aeuiamesivietl (Computer vision) Wwagn1s

UsEN7aNanN1¥15550978 (Natural Language Processing) gnldegnunsvanaiiiowdlalamill uiddeilla

a o o=
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NASNetLarge w83 CNNs 1Jusiuinsauaslfindotneussamileuuuuiugi (Recurrent Neural Network:
RNN) fumthennudissosduansdians (Bi-LSTM) 1usanensiia dmumsainendstoya I¥asauaslde
usserenmawluing (Uszneuseuseloanwiidiousnsnit 40,000 Uselon) Fsdredannyateya
Flickr8k man1svaaed wudn luwma NASNetLarge U Bi-directional LSTM #ildnnsutenensdanunsavin
AZUY BLEU-4 lagegn 40.05%

Gayathri, Dhavileswarapu, lbrahim, Paul, & Gupta, (2023) laAinwdnenwan1Unenssy VGG-16
densrafuiiiosenluanes Insldyadeyaitusznaudonin MRl vesaussiifiiiosen 1655 nw warlaifiile
g8 1598 AW MaN1IMAaes wuin dAnnuusiugr 91% warifindudu 94% ndnsusunisiines
Uszansamvesluing VGG-16 grivisuliisuiuimaiindu q Tunsmsraduiifosenluaues i EasyDL,
GoogleNet, GrayNet, ImageNet, CNN tazluiaa Multivariable Regression and Neural Network 1919
Lilafianuuiugigagn wanvinldfinin GoogleNet uwazdianuudugilndifeadiu GrayNet wazluing

Multivariable Regression and Neural Network

3. Wan15IY

3.1 yadoya

Y

Nifeiladagadeyaninernsaeluuminendesvdguisud eldlunimdouwazamluyn
AU nameneanndednsdnidetie Ussiavlwdidu jpg uazdvuinnin 1080 x 1920 finwwa Tuiinan
Tunangyrsawsegluginarsiuriavan damviavanain 5 91013 lawn 01A13 17, 22, 24, 25, uag 26

AU 518 N A9 Figure 2

112

100 100 102 104
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= =
s h o] o kJ
o o o ] o
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=]
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Figure 2 Number of building images of the building dataset

3710 Figure 2 n3ansduIuA Ny lueIA1sa1e laun 1A 17, 22, 24, 25, uag 26 1oy

91A15 17 4age1A1s 24 i 100 AMWinAY 91A1F 22 dnmanignme 112 A 81A15 25 wag 26 10w

102 kag 104 AUANPU UAINSINTIIEU 518 AN
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Figure 3 Example of an image of a building in the Building dataset

971 Figure 3 WAASAIBENNINANNDIANT 17, 22, 24, 25, Uay 26 UBIYATOUADIANT UAAZNTNLANS
HULDIVITOAIUA 9] VBIDIANT LU AUNT A1UTN YFdINTRdlATIET1901AT ANEINtUNITIIAIAIY
wiowvesamenaslugsdoyaiinuamurimevatsysznis T

1) spmeanwiwansneiu eaudaznmaieanyuiiuannaiy vilvinisduguieTeuiiisueians
M manseiugInTy

2) wawazin Ml muaiunnssiuluidas amenaviiliduas audalauresnmunnsnaiuly
Feoravhliinisdugnimeintu

3) Awandeuseuths iliesduszneuseu 9 enms wu dulsl sasud viedau oraunnsratuluus
asam shlvimaSsuidisuneandenansfusernseiniu

4) aunmuazANAzBEATeI M MiilianuaziBenduteruas e1evhlsinisduguasiUSeuiiiou
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Figure 9 Query images and image retrieval results of VGG19
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Figure 10 Query images and image retrieval results of NasNetlLarge
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