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ABSTRACT   

This research aimed to extract image features using 
Convolutional Neural Networks (CNNs) for a content-based image 
retrieval (CBIR) system of buildings. A dataset of 513 photographs of 
various buildings within Buriram Rajabhat University was utilized. Three 
CNN models, VGG16, VGG19, and NasNetLarge, were employed for 
feature extraction, with Cosine similarity. The results indicated that 
VGG19 yielded the highest accuracy in image retrieval, followed by 
VGG16 and NasNetLarge, respectively. This suggests that VGG19 is 
more effective at extracting building image features than VGG16 and 
NasNetLarge. However, the study revealed that NasNetLarge, a more 
complex model, had limitations in extracting features from building 
images, possibly due to its higher structural complexity compared to 
VGG16 and VGG19, resulting in lower performance in this specific 
application. 
 

Keywords: Feature Extraction, Convolutional Neural Network, 
Content-Based Image Retrieval, Cosine Similarity, Deep Learning 

 

Published Online: 17 June 2024 
ISSN: 2730-3829 
Wachirawit kumphet1  
1Faculty of Science,  
Buriram Rajabhat University 
(630112418054@bru.ac.th)  
  
Wachirawat Malaikhot1  
1Faculty of Science,  
Buriram Rajabhat University 
(630112418018@bru.ac.th)  
 
Kamonrat Somchai1  
1Faculty of Science,  
Buriram Rajabhat University 
(kamonrat.sj@bru.ac.th)  
 
Sangdaow Noppitak1,* 
1Faculty of Science,  
Buriram Rajabhat University 
(sangdaow.np@bru.ac.th)  
 

 
  

 *Corresponding Author 

 
Recevived date: 14 March 2023 
Revised date#1: 2 May 2024 
Revised date#2: 1 June 2024 
Accepted date: 4 June 2024 

 
 
 

Feature Extraction using Convolutional Neural Network  
for Building Image Retrieval 



 RESEARCH ARTICLE 

Journal of Science Innovation for Sustainable Development 
https://ph01.tci-thaijo.org/index.php/JSISD/index 

 

 

J. Sci. Innov. Sustain. Dev. (2023)   Vol 5 | Issue 2 | December 2023 33 
 

 

การสกัดคุณลักษณะโดยใชEโครงขHายประสาทแบบคอนโวลูชัน 
สําหรับระบบคEนคืนรูปภาพส่ิงปลูกสรEาง  

 

 วชิรวิทยX กุมเพ็ชร1, วชิรวัฒนX มาลัยโคตร1, กมลรัตนX สมใจ1, แสงดาว นพพิทักษX1,*  

บทคัดย�อ  

 การวิจัยน้ีมีวัตถุประสงคNเพ่ือสกัดคุณลักษณะของภาพโดยใช]โครงข̂าย
ประสาทแบบคอนโวลูชัน (Convolutional Neural Networks: CNNs)        เพ่ือ
นําไปประยุกตNใช]ในระบบค]นคืนรูปภาพตามเน้ือหา (Content-Based Image 
Retrieval: CBIR) สําหรับการค]นคืนภาพอาคาร โดยใช]ภาพถ̂ายอาคารต^างๆ ภายใน
มหาวิทยาลัยราชภัฏบุรีรัมยNจํานวน 513 ภาพ เปiนชุดข]อมูลทดสอบ โมเดล CNNs ท่ี
ใช]ในการสกัดคุณลักษณะ ได]แก̂ VGG16, VGG19 และ NasNetLarge โดยใช] 
Cosine similarity ในการวัดความคล]ายคลึงของภาพ ผลการวิจัยพบว̂า VGG19 ให]
ผลลัพธNความแม^นยําในการค]นคืนภาพดี ท่ีสุด รองลงมาคือ VGG16 และ 
NasNetLarge ตามลําดับ แสดงให]เห็นว̂า VGG19 สามารถสกัดคุณลักษณะของ
ภาพอาคารได]อย^างมีประสิทธิภาพมากกว̂า VGG16 และ NasNetLarge อย^างไรก็
ตาม NasNetLarge ยังคงมีข]อจํากัดในการสกัดคุณลักษณะภาพอาคาร เน่ืองจาก 
NasNetLarge มีความซับซ]อนของโครงสร]างสูงกว̂า VGG16 และ VGG19 จึงทําให]
ประสิทธิภาพในการสกัดคุณลักษณะภาพอาคารต่ํากว̂า 
 
คําสําคัญ: การสกัดคุณลักษณะ, โครงข̂ายประสาทแบบคอนโวลูชัน, การค]นคืน
รูปภาพ, ค̂าความคลึง, การเรียนรู]เชิงลึก 
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1. บทนํา  

การสกัดคุณลักษณะ (Feature Extraction) เปiนวิธีการแยกคุณสมบัติมีความสําคัญในงานด]านต^าง ๆ เช̂น การ
ประมวลผลภาพ และการวินิจฉัยข]อผิดพลาด เปiนต]น งานเหล^าน้ีเน]นความถูกต]องและการดึงข]อมูลจากข]อมูลตัวอย^าง
ได]อย^างมีประสิทธิภาพ เช̂น การประมวลผลภาพสําหรับการตรวจจับหน]ากากอนามัยโดยใช]การสกัดคุณลักษณะ 
(Usha, Sudeepthi, Mahathi, & Shravya, 2021) อีกท้ังการสกัดคุณลักษณะถือเปiนข้ันตอนท่ีสําคัญสําหรับงานด]าน
นิจฉัยความผิดพลาด ทําให]สามารถแยกลักษณะความผิดพลาดได]อย^างมีประสิทธิภาพ (Shi et al., 2022) วิธีการใน
การสกัดคุณลักษณะท่ีหลากหลาย แสดงให]เห็นถึงความสําคัญของการแยกคุณลักษณะในงานด]านต^าง ๆ เพ่ือเพ่ิมความ
ถูกต]องและทําให]การค]นคืนข]อมูลทํางานได]อย^างได]อย^างมีประสิทธิภาพ ปtจจุบันการสกัดคุณลักษณะโดยใช]โครงข̂าย
ประสาทแบบคอนโวลูชัน (Convolutional Neural Networks: CNNs) เปiนเทคนิคท่ีมีประสิทธิภาพเทคนิคหน่ึง 
CNNs มีความโดดเด^นในการสกัดคุณลักษณะจากข]อมูลท่ีซับซ]อน ดังงานวิจัยของ Sharma, Kumar, & Gupta (2023) 
ได]ทําการสกัดคุณลักษณะของถนนออกจากภาพรับรู]ระยะไกลความละเอียดสูง (High-Resolution Remote Sensing 
Images: HRRSI) เปiนเรื่องท่ีท]าทายเน่ืองจากโครงสร]างท่ีซับซ]อนของถนน เงา และการบดบังท่ีเกิดจากต]นไม] รถยนตN 
และอาคาร เทคนิคแบบดั้งเดิม (เช̂น SVM, ANN ฯลฯ) มีข]อจํากัดในภาพท่ีมีลักษณะถนนเช่ือมต^อกันหรือภาพของถนน
มีลักษณะกระจัดกระจาย แต^ CNNs มีประสิทธิภาพท่ีเหนือกว̂า และงานด]านการแพทยNต]องการการวินิจฉัยท่ีแม^นยําจึง
ถูกนําไปใช]อย^างแพร^หลาย อีกท้ังได]มีการวิจัยเพ่ือค]นหาวิธีการสกัดคุณลักษณะของสัญญาณเสียงท่ีมีประสิทธิภาพมาก
ท่ีสุด โดยการเปรียบเทียบ CNNs หลายเทคนิค รวมถึง CNNs ถูกนํามาใช]สําหรับการสกัดคุณลักษณะจากภาพเน้ืองอก
ในสมอง เพ่ือเพ่ิมความแม^นยําในการวินิจฉัยและการรักษาผ^านการวิเคราะหNภาพท่ีมีประสิทธิภาพ (Malleswari, G., & 
Reddy, A. S., 2023; Rashmi, P., & Singh, M. P., 2023)  

จากการสืบค]นงานวิจัยจากหลายแหล^งได]พิจารณาและเปรียบเทียบการใช] CNNs ในการสกัดและจําแนก
คุณลักษณะจากภาพ เช̂น  Chen, C, (2023) นําเสนอการใช] CNNs แทนการสกัดคุณลักษณะแบบเดิม โดยใช]เทคนิค 
Contrastive Language-Image Pretraining (CLIP) เพ่ือเพ่ิมความแม^นยําในการดึงข]อมูลภาพ Mathews et al., 
(2022) สํารวจประสิทธิภาพของ CNNs ในการค]นคืนภาพจากฐานข]อมูลเสื้อผ]าและรองเท]า พบว̂าโมเดล VGG19, 
InceptionV3, และ Xception แสดงประสิทธิภาพสูงสุด Wei, D., (2022) ได]ศึกษาวิจัยการรู]จําการแสดงออกบน
ใบหน]าโดยใช] VGG19 และ Resnet18 ในการสกัดคุณลักษณะของภาพ ซ่ึงให]ผลลัพธNท่ีดีกว̂าวิธีการอ่ืน ๆ และ  Aung, 
S. P. P., Pa, W. P., & Nwe, T. L., (2023) พัฒนาระบบสร]างคําบรรยายภาพภาษาเมียนมารNโดยใช] NASNetLarge 
และ Bi-LSTM ซ่ึงได]คะแนน BLEU-4 สูงสุด 40.05% และ Gayathri et al. (2023) ใช] VGG-16 เพ่ือตรวจจับเน้ืองอก
ในสมอง โดยให]ความแม^นยําสูงสุดท่ี 94% หลังการปรับพารามิเตอรN จากรายละเอียดข]างต]นแสดงให]เห็นว̂า VGG16 
และ VGG19 เปiนสถาปtตยกรรมท่ีได]รับความนิยม เน่ืองจากความเรียบง̂ายและประสิทธิภาพในการสกัดคุณลักษณะ
ภาพ และได]รับการฝ�กฝนกับชุดข]อมูลขนาดใหญ^ (ImageNet) ส^วน NASNetLarge เปiนสถาปtตยกรรมข้ันสูง ซ่ึงได]รับ
การออกแบบโดยใช]เทคนิค Neural Architecture Search (NAS) หรือการค]นหาโครงสร]างเครือข̂ายประสาทอัตโนมัติ 
เปiนท่ีรู]จักในด]านความแม^นยําและประสิทธิภาพสูงในเมื่อเทียบกับท่ีอ่ืนสถาปtตยกรรมอ่ืน (Himel, G. M. S., & Islam, 
M. M., 2024)  

ดังน้ันงานวิจัยน้ี ใช]ภาพถ̂ายของอาคารต^าง ๆ ในมหาวิทยาลัยราชภัฏบุรีรัมยNเปiนข]อมูลในการทดสอบ
ความสามารถของ CNNs สามสถาปtตยกรรม ได]แก̂ VGG16, VGG19 และ NasNetLarge ในการสกัดคุณลักษณะจาก
ภาพ การวัดผลจะใช]ค̂า Cosine similarity เพ่ือเปรียบเทียบความคล]ายคลึงของภาพท่ีสกัดคุณลักษณะแล]ว 
ผลการวิจัยจะช̂วยให]เข]าใจถึงประสิทธิภาพและข]อจํากัดของแต^ละโมเดล CNNs ในการค]นคืนภาพตามเน้ือหา ซ่ึง
สามารถนําไปใช]ปรับปรุงและพัฒนาเทคโนโลยีการค]นคืนภาพในอนาคตได] 
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วัตถุประสงคX   
เพ่ือสกัดคุณลักษณะโดยใช]โครงข̂ายประสาทแบบคอนโวลูชันสําหรับระบบค]นคืนรูปภาพสิ่งปลูกสร]าง 

2. วิธีการวิจัย 

งานวิจัยน้ี ใช]ภาพถ̂ายของอาคารต^าง ๆ ในมหาวิทยาลัยราชภัฏบุรีรัมยNเปiนข]อมูลในการทดสอบความสามารถ
ของโมเดล CNNs ท้ังสามแบบ การวัดผลจะใช]ค̂า Cosine similarity เพ่ือเปรียบเทียบความคล]ายคลึงของภาพท่ีสกัด
คุณลักษณะแล]ว ผลการวิจัยจะช̂วยให]เข]าใจถึงประสิทธิภาพและข]อจํากัดของแต^ละโมเดล CNNs ในการค]นคืนภาพ 
เฟรมเวิรNคของการวิจัยดัง Figure 1 

 

 
Figure 1 Research framework 

จาก Figure 1 แสดงการค]นคืนรูปภาพตามเน้ือหา (Content-Based Image Retrieval, CBIR) โดยใช] 
Convolutional Neural Networks (CNNs) ได]แก̂ VGG16, VGG19, และ NasNetLarge เพ่ือสกัดคุณลักษณะจาก
ภาพคําถาม (Query Image) และภาพในชุดค]นหา (Image Search Set) โดย CNNs จะสร]างเวกเตอรNคุณลักษณะ

ขนาด 1 x H สําหรับภาพคําถาม และ M x H สําหรับภาพในชุดค]นหา จากน้ันใช]การวัดความคล]ายคลึงกันด]วย 
Cosine เพ่ือเปรียบเทียบเวกเตอรNคุณลักษณะของภาพคําถามกับภาพในชุดค]นหา คํานวณคะแนนความคล]ายคลึงกัน
ระหว̂างภาพคําถามและภาพแต^ละภาพในชุดค]นหา และจัดเรียงภาพตามคะแนนความคล]ายคลึงจากมากไปน]อย 
ผลลัพธNคือการแสดงภาพท่ีคล]ายท่ีสุดกับภาพคําถามตามคะแนนความคล]ายคลึงท่ีคํานวณได] ซ่ึงช̂วยให]สามารถค]นหา
และจัดเรียงภาพท่ีคล]ายกับภาพคําถามได]อย^างมีประสิทธิภาพ 
2.1  ทฤษฎีท่ีเกี่ยวขEอง 

1)  การสกัดคุณลักษณะ  
การสกัดคุณลักษณะ (Feature Extraction) คือ กระบวนการท่ีใช]ในการดึงข]อมูลท่ีสําคัญและเปiนตัวแทนจาก

ชุดข]อมูลดิบ เพ่ือนําไปใช]ในการสร]างแบบจําลองหรือการวิเคราะหNต^าง ๆ เปiนกระบวนการท่ีสําคัญในหลายสาขา เช̂น 
การวิเคราะหNข]อมูลเชิงพ้ืนท่ี การประมวลผลสัญญาณ การวินิจฉัยข]อผิดพลาด การจําแนกประเภท และการเรียนรู]ของ
เครื่อง (Machine Learning) เปiนต]น เทคนิคท่ีถูกนํามาใช]ในการการสกัดคุณลักษณะ เช̂น Mel-Frequency 
Cepstral Coefficients (MFCC), Linear Predictive Coding (LPC), Perceptual Linear Prediction (PLP), 
Gaussian Models, ลักษณะทางสถิติ และการเรียนรู]เชิงลึก (Deep Learning) เปiนต]น การสกัดคุณลักษณะมีบทบาท
สําคัญในการเพ่ิมประสิทธิภาพในการคํานวณ ลดมิติ และปรับปรุงความแม^นยําของแบบจําลอง (Liu, Q., Zhang, J., 
Liu, J., & Yang, Z., 2022; Suhaidi, M., Abdul Kadir, R., & Tiun, S., 2021; Xu, X., & Zheng, L., 2022)  

การสกัดคุณลักษณะโดยใช]โครงข̂ายประสาทแบบคอนโวลูชัน (Convolutional Neural Networks: CNNs) 
เปiนเทคนิคท่ีมีประสิทธิภาพสูง มีความโดดเด^นในการสกัดคุณลักษณะจากข]อมูลท่ีซับซ]อน เช̂น ภาพความละเอียดสูง
จากการตรวจจับระยะไกล (Sharma, P., Kumar, R., & Gupta, M., 2023) สัญญาณเสียงของตัวอักษรภาษาอังกฤษ 
(Zhang, Luo, Cao, Shen, & Wang, 2023), และภาพทางการแพทยNสําหรับการวินิจฉัยเน้ืองอก (Malleswari, G., & 
Reddy, A. S., 2023; Rashmi, P., & Singh, M. P., 2023) เปiนต]น ซ่ึง CNNs สามารถเรียนรู]และสกัดคุณลักษณะได]
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โดยอัตโนมัติในระดับและความถ่ีท่ีแตกต^างกัน ช̂วยเพ่ิมความสามารถในการปรับตัวให]เข]ากับชุดข]อมูลท่ีหลากหลายได]
มากข้ึน ในด]านการแพทยNมีการเปรียบเทียบการสกัดคุณลักษณะภาพเน้ืองอกโดยใช] CNNs สองสถาปtตยกรรม ได]แก̂ 
DenseNet และ Xception ผลการวิจัย พบว̂า CNNs สามารถสกัดคุณลักษณะได]อย^างแม^นยํา โดยการใช]
ความสามารถในการเรียนรู]รูปแบบและคุณลักษณะท่ีซับซ]อนจากข]อมูลประเภทต^างๆ (Malleswari, G., & Reddy, A. 
S., 2023) 

2)  โครงขHายประสาทแบบคอนโวลูชัน 
โครงข̂ายประสาทแบบคอนโวลูชัน (Convolutional Neural Networks: CNNs) เปiนของโครงข̂ายประสาท

เทียมประเภทหน่ึงท่ีถูกออกแบบมาเพ่ือใช]ในงานด]านการประมวลผลภาพเปiนหลัก (Celeghin, A. et al., 2023; 
Jiang, C., & Goldsztein, G., 2023) CNNs มีความสามารถในการประมวลผลและวิเคราะหNข]อมูลภาพ โดยการเรียนรู]
คุณลักษณะเชิงลําดับช้ันโดยอัตโนมัติผ^านช้ันคอนโวลูชัน (Convolutional Layers) ช้ันการรวมข]อมูล (Pooling 
layer) และช้ันเช่ือมโยงแบบสมบูรณN (Fully-Connected Layer) (Chen, X., 2023) โครงข̂ายเหล^าน้ีมีความสามารถ
ในงานด]านต^างๆ เช̂น การจําแนกภาพ การตรวจจับวัตถุ และการรู]จํา โดยสามารถดึงและจําแนกคุณลักษณะจากภาพ
ได]อย^างมีประสิทธิภาพในระหว̂างการเรียนรู] (Taye, 2023) ในขณะเดียวกัน CNNs ยังเพ่ิมความทนทานและ
ความสามารถในการรองรับข]อผิดพลาด (Karrach, L., & Pivarčiová, E., 2023) 

VGG16 และ VGG19 เปiน CNNs ท่ีได]รับการพัฒนาโดย Visual Geometry Group (VGG) จาก University 
of Oxford โมเดลเหล^าน้ีได]รับความนิยมอย^างแพร^หลายสําหรับการจําแนกภาพ โดยมีการออกแบบท่ีเน]นการเพ่ิม
จํานวนเลเยอรNท่ีมีความลึกมากข้ึน เพ่ือให]สามารถดึงคุณลักษณะจากภาพได]อย^างละเอียด โดย VGG16 ประกอบด]วย 
16 เลเยอรNท่ีมีการเรียนรู] (13 Convolutional layers และ 3 Fully connected layers) ในขณะท่ี VGG19 มี 19 เล
เยอรN (16 Convolutional layers และ 3 Fully connected layers) ท้ังสองโมเดลน้ีใช]ขนาดของฟ�ลเตอรNคอนโวลูชัน
ท่ีเล็ก (3x3) และมีการใช] Max-Pooling layers เพ่ือทําการลดขนาดภาพ (Simonyan, K., & Zisserman, A., 2014) 

NasNetLarge เปiน CNNs ท่ีถูกออกแบบโดยการใช]เทคนิค Neural Architecture Search (NAS) ซ่ึงพัฒนา
โดย Google AI โมเดลน้ีถูกออกแบบมาให]มีประสิทธิภาพสูงในการจําแนกภาพ โดยใช]โครงสร]างท่ีถูกค]นพบโดย
อัลกอริธึมการค]นหาอัตโนมัติ ทําให]สามารถค]นหาโครงสร]างท่ีมีประสิทธิภาพสูงสุดในงานจําแนกภาพต^าง ๆ 
NasNetLarge ประกอบด]วยหลายโมดูลท่ีถูกออกแบบให]สามารถเรียนรู]คุณลักษณะจากภาพได]อย^างมีประสิทธิภาพ 
โครงสร]างของสถาปtตยกรรมน้ี เน]นการใช]การเช่ือมโยงแบบ Skip connections และการใช] Batch Normalization 
เพ่ือเพ่ิมประสิทธิภาพในการเรียนรู] (Zoph, B., Vasudevan, V., Shlens, J., & Le, Q. V., 2018)  

3)  การคEนคืนภาพจากเนื้อหาของรูปภาพ 
การค]นหาภาพจากเน้ือหา (Content-Based Image Retrieval: CBIR) เปiนวิธีการท่ีใช]เทคนิคการมองเห็นของ

คอมพิวเตอรNในการค]นหาภาพดิจิทัลภายในฐานข]อมูลขนาดใหญ^ (Rani & Yuhandri, 2023) ระบบ CBIR เน]นการสกัด
คุณลักษณะจากภาพเพ่ือจําแนกและเรียกคืนภาพท่ีคล]ายคลึงกันตามคําค]นหา (Malik, C. K. M., 2022) ระบบเหล^าน้ี
สามารถใช]วิธีการต^าง ๆ เช̂น การค]นหาตามสีโดยใช]เมทริกซNความคล]ายคลึง HSV, การค]นหาตามพ้ืนผิวด]วยการแยก
ย^อยคลื่น และการวัดความคล]ายคลึงท่ีคํานวณผ^านตัวจําแนกระยะทางยูคลิด (Lazim Lafta & I. Abdulsada, 2022) 
นอกจากน้ี ความก]าวหน]าต^าง ๆ เช̂น สถาปtตยกรรม Residual Network (ResNet-18) และ CNNs ถูกนํามาใช]เพ่ือ
กําหนดคะแนนความคล]ายคลึงของภาพได]อย^างแม^นยําในแอปพลิเคชัน CBIR (Abdullah, M. N., & Sahari, M. A., 
2022) 

4)  การวัดความคลEายคลึง 
Cosine similarity เปiนวิธีการวัดความคล]ายคลึงระหว̂างเวกเตอรNสองตัวในมิติหลายมิติ โดยคํานวณจากมุม

ระหว̂างเวกเตอรNเหล^าน้ัน แทนท่ีจะคํานวณจากระยะห̂างระหว̂างเวกเตอรN วิธีน้ีมีประโยชนNในด]านการวิเคราะหNข]อมูล 
เช̂น การทําเหมืองข]อความ การจัดกลุ^มข]อมูล และการเรียกค]นข]อมูล Cosine similarity จะให]ค^าระหว̂าง -1 ถึง 1 ซ่ึง
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ค̂า 1 หมายถึง เวกเตอรNสองตัวน้ันมีทิศทางเดียวกัน ค̂า 0 หมายถึง เวกเตอรNสองตัวน้ันตั้งฉากกัน และค̂า -1 หมายถึง 
เวกเตอรNสองตัวน้ันมีทิศทางตรงกันข]าม (Park, Hong, & Kim, 2020) ดังสมการ (1) 

 

Cosine similarity= 
A⃗ . B⃗

‖A⃗‖ x ‖B⃗‖
     (1) 

 

โดยท่ี   A⃗ . B⃗  คือ ผลคูณจุดของเวกเตอรN A⃗ และ B⃗ 

    ‖A⃗‖ คือ ขนาดของเวกเตอรN A⃗  

    ‖B⃗‖ คือ ขนาดของเวกเตอรN B⃗ 
 
2.2  งานวิจัยท่ีเกี่ยวขEอง  

Chen, C., (2023) ใช]โครงข̂ายประสาทแบบคอนโวลูชัน (Convolutional Neural Networks: CNNs) ในการ
สกัดคุณลักษณะจากภาพแทนการสกัดคุณลักษณะด]วยตนเอง CNNs มีประสิทธิภาพในการเรียนรู]และการแสดง
คุณสมบัติของภาพแบบลําดับช้ัน ทําให]สามารถแยกคุณลักษณะท่ีแม^นยํายิ่งข้ึน จากน้ันใช]เทคนิค Contrastive 
Language-Image Pretraining (CLIP) เพ่ือดึงเวกเตอรNคุณลักษณะมิติสูงจากชุดข]อมูลภาพก̂อนทําการเรียนรู] ซ่ึง
เทคนิค CLIP ได]รับการออกแบบมาเพ่ือจับคู̂ภาพกับข]อความ ทําให]เพ่ิมความเข]าใจเก่ียวกับคุณสมบัติของภาพและ
แก]ไข “ช̂องว̂างความหมาย” ระหว̂างภาพและข]อความได] ทําให]การดึงข]อมูลด]วยอัลกอริทึม Local Sensitive Hash 
(LSH) มีความรวดเร็ว สามารถทําการดึงข]อมูลได]อย^างมีประสิทธิภาพตามเน้ือหาภาพและข]อความ อีกท้ังยังช̂วยเพ่ิม
กระบวนการดึงข]อมูลได]โดยรวม 

จากงานวิจัยของ Mathews, A., N, S., & R, V. K. (2022) ได]ทําการสํารวจประสิทธิภาพของ CNNs ในการ
สกัดคุณลักษณะสําหรับการค]นคืนภาพกับชุดข]อมูล Footwear Dataset และ Women Cothes Dataset งานวิจัยน้ี
เปรียบเทียบประสิทธิภาพระหว̂างอัลกอรึทึมแบบดั้งเดิมกับ CNNs ได]แก̂ VGG16, VGG19, InceptionV3, Xception 
และ ResNet50 ในการดึงคุณลักษณะจากชุดข]อมูลรองเท]าผู]ชายและเสื้อผ]าผู]หญิง โดยใช]คุณลักษณะท่ีดึงมาในการจัด
ประเภทด]วย SVM, Random Forest และ K-Nearest Neighbors โมเดล VGG19, InceptionV3 และ Xception 
แสดงประสิทธิภาพท่ีเหนือกว̂าในด]านการดึงคุณลักษณะและการจัดประเภทภาพ โดยมีความแม^นยําถึง 97.50% 
งานวิจัยยังตรวจสอบประสิทธิภาพการค]นคืนภาพโดยใช]คุณลักษณะเหล^าน้ีและการวัดความคล]ายคลึงกัน  

Wei, D. (2022) จากการพัฒนาเทคโนโลยีอย^างรวดเร็วและการเพ่ิมข้ึนของสื่อสังคมออนไลนN ข]อมูลภาพได]
เติบโตอย^างรวดเร็ว ดังน้ัน ภาพจึงมักถูกใช]เปiนสื่อการสื่อสาร เมื่อพูดถึงการรู]จําภาพ การดึงคุณลักษณะของภาพเปiน
ข้ันตอนท่ีสําคัญ และผลของการดึงคุณลักษณะของภาพมีผลกระทบโดยตรงต^อประสิทธิภาพของการรู]จําภาพ ยิ่งไปกว̂า
น้ัน การดึงคุณลักษณะเปiนปtจจัยสําคัญท่ีต]องพิจารณาซ่ึงส^งผลต^อความแม^นยําในการรู]จําภาพ อย^างไรก็ตาม เน่ืองจาก
ผลกระทบจากความแตกต^างของบุคคลและการจัดแสง ทําให]องคNประกอบบางอย^างท่ีเช่ือมโยงอย^างมีนัยสําคัญกับการ
เปลี่ยนแปลงของภาพยากท่ีจะดึงออกมา ดังน้ัน คุณลักษณะท่ีแสดงถึงการเปลี่ยนแปลงของภาพได]อย^างเหมาะสมจึง
เปiนท่ีต]องการอย^างเร^งด^วน เพ่ือจุดประสงคNน้ี งานวิจัยน้ีเสนอวิธีการระบุการแสดงออกบนใบหน]าท่ีใช] CNNs สําหรับ
งานการรู]จําการแสดงออกบนใบหน]าภายใต]การดึงคุณลักษณะของภาพออนไลนN โดยใช] VGG19 และ Resnet18 ใน
การรู]จําและจําแนกการแสดงออกบนใบหน]า  

Aung, S. P. P., Pa, W. P., & Nwe, T. L., (2023) การพัฒนาการสร]างคําบรรยายภาพภาษาเมียนมารN
อัตโนมัติโดยเรียนรู]เน้ือหาของภาพโดยใช]สาถปtตยกรรม NASNetLarge และ Bi-LSTM การอธิบายเน้ือหาของภาพเปiน
งานท่ีซับซ]อนสําหรับเครื่องจักรโดยไม^มีการแทรกแซงจากมนุษยN คอมพิวเตอรNวิทัศนN (Computer vision) และการ
ประมวลผลภาษาธรรมชาติ (Natural Language Processing) ถูกใช]อย^างแพร^หลายเพ่ือแก]ไขปtญหาน้ี งานวิจัยน้ีได]
นําเสนอระบบการสร]างคําบรรยายภาพภาษาเมียนมารNท่ีใช]การเรียนรู]เชิงลึก ซ่ึงใช]โมเดลการดึงคุณลักษณะ 
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NASNetLarge ของ CNNs เปiนตัวเข]ารหัสและใช]เครือข̂ายประสาทเทียมแบบวนซํ้า (Recurrent Neural Network: 
RNN) กับหน̂วยความจําระยะสั้นสองทิศทาง (Bi-LSTM) เปiนตัวถอดรหัส สําหรับการสร]างคลังข]อมูล ได]สร]างและใส^คํา
บรรยายภาพภาษาเมียนมารN (ประกอบด]วยประโยคภาษาเมียนมารNกว̂า 40,000 ประโยค) ซ่ึงอ]างอิงจากชุดข]อมูล 
Flickr8k ผลการทดลอง พบว̂า โมเดล NASNetLarge กับ Bi-directional LSTM ท่ีใช]การแบ̂งพยางคNสามารถทํา
คะแนน BLEU-4 ได]สูงสุด 40.05%  

Gayathri, Dhavileswarapu, Ibrahim, Paul, & Gupta, (2023) ได]ศึกษาศักยภาพสถาปtตยกรรม VGG-16 
เพ่ือตรวจจับเน้ืองอกในสมอง โดยใช]ชุดข]อมูลท่ีประกอบด]วยภาพ MRI ของสมองท่ีมีเน้ืองอก 1655 ภาพ และไม^มีเน้ือ
งอก 1598 ภาพ ผลการทดลอง พบว̂า มีความแม^นยํา 91% และเพ่ิมข้ึนเปiน 94% หลังการปรับพารามิเตอรN 
ประสิทธิภาพของโมเดล VGG-16 ถูกเปรียบเทียบกับเทคนิคอ่ืน ๆ ในการตรวจจับเน้ืองอกในสมอง เช̂น EasyDL, 
GoogLeNet, GrayNet, ImageNet, CNN และโมเดล Multivariable Regression and Neural Network แม]ว̂าจะ
ไม^ได]มีความแม^นยําสูงสุด แต^ก็ทําได]ดีกว̂า GoogLeNet และมีความแม^นยําใกล]เคียงกับ GrayNet และโมเดล 
Multivariable Regression and Neural Network  

3. ผลการวิจัย 

3.1  ชุดขEอมูล 
งานวิจัยน้ีสร]างชุดข]อมูลภาพอาคารภายในมหาวิทยาลัยราชภัฏบุรีรัมยN เพ่ือใช]เปiนภาพคําถามและภาพในชุด

ค]นหา ทุกภาพถ̂ายจากกล]องโทรศัพทNมือถือ ประเภทไฟลNเปiน .jpg และมีขนาดภาพ 1080 x 1920 พิกเซล บันทึกภาพ
ในหลายช̂วงเวลาแต^อยู^ในช̂วงกลางวันท้ังหมด มีภาพท้ังหมดจาก 5 อาคาร ได]แก̂ อาคาร 17, 22, 24, 25, และ 26 
รวมท้ังสิ้น 518 ภาพ ดัง Figure 2 
 

 
Figure 2 Number of building images of the building dataset 

 
จาก Figure 2 กราฟแสดงจํานวนภาพท่ีมีอยู^ในอาคารต^างๆ ได]แก̂ อาคาร 17, 22, 24, 25, และ 26 โดย 

อาคาร 17 และอาคาร 24 มี 100 ภาพเท̂ากัน อาคาร 22 มีภาพมากท่ีสุดคือ 112 ภาพ อาคาร 25 และ 26 มีภาพ 
102 และ 104 ตามลําดับ มีภาพรวมท้ังสิ้น 518 ภาพ  
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Figure 3 Example of an image of a building in the Building dataset
 

จาก Figure 3 แสดงตัวอย^าง
มุมมองหรือส^วนต^าง ๆ ของอาคาร เช̂น ด]านหน]า ด]านข]าง หรือส^วนของโครงสร]างอาคาร 
เหมือนของภาพอาคารในชุดข]อมูลน้ีพบความท]าทายหลายประการ 

1)  มุมมองภาพท่ีแตกต^างกัน เน่ืองแต^ละภาพถ̂ายจากมุมท่ีแตกต^างกัน ทําให]การจับคู̂หรือเปรียบเทียบอาคาร
จากภาพท่ีแตกต^างกันยากข้ึน  

2)  แสงและเงา ทําให]สภาพแสงท่ีแตกต^างกันในแต^ละภาพอาจทําให]สีและความชัดเจนของภาพแตกต^างกันไป 
ซ่ึงอาจทําให]การจับคู̂ภาพยากข้ึน 

3)  สิ่งแวดล]อมรอบข]าง ทําให]องคNประกอบรอบ
ละภาพ ทําให]การเปรียบเทียบรายละเอียดเฉพาะตัวของอาคารยากข้ึน

4)  คุณภาพและความละเอียดของภาพ
รายละเอียดของอาคารทําได]ยากข้ึน 

5)  ลักษณะทางสถาปtตยกรรมท่ีคล]ายกัน
รูปทรง สี หรือวัสดุ เปiนต]น การแยกแยะอาคารแต^ละหลังอาจยากข้ึน

6)  ความหลากหลายขององคNประกอบในภาพ
ประตู หรือรายละเอียดเฉพาะอ่ืน ๆ อาจทําให]การหาความเหมือนซับซ]อนข้ึน
3.2  การสกัดคุณลักษณะ 

งานวิจัยน้ี สกัดคุณลักษณะจากภาพคําถามและภาพในชุดค]นหาโดยใช]โครงข̂ายประสาทแบบคอนโวลูชัน 
(Convolutional Neural Networks: CNNs) 
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แสดงตัวอย^างภาพตามอาคาร 17, 22, 24, 25, และ 26 ของชุดข]อมูลอาคาร 
ๆ ของอาคาร เช̂น ด]านหน]า ด]านข]าง หรือส^วนของโครงสร]างอาคาร ความยากในการหา

เหมือนของภาพอาคารในชุดข]อมูลน้ีพบความท]าทายหลายประการ ได]แก̂  
ตกต^างกัน เน่ืองแต^ละภาพถ̂ายจากมุมท่ีแตกต^างกัน ทําให]การจับคู̂หรือเปรียบเทียบอาคาร

แสงและเงา ทําให]สภาพแสงท่ีแตกต^างกันในแต^ละภาพอาจทําให]สีและความชัดเจนของภาพแตกต^างกันไป 

ทําให]องคNประกอบรอบ ๆ อาคาร เช̂น ต]นไม] รถยนตN หรือผู]คน อาจแตกต^างกันในแต^
ละภาพ ทําให]การเปรียบเทียบรายละเอียดเฉพาะตัวของอาคารยากข้ึน 

คุณภาพและความละเอียดของภาพ ภาพท่ีมีความละเอียดต่ําหรือเบลอ อาจทําให]การจับคู̂และเปรียบเทียบ
 

ลักษณะทางสถาปtตยกรรมท่ีคล]ายกัน หากอาคารหลายหลังมีลักษณะทางสถาปtตยกรรมท่ีคล]ายกัน เช̂น 
การแยกแยะอาคารแต^ละหลังอาจยากข้ึน 

ความหลากหลายขององคNประกอบในภาพ องคNประกอบหลากหลายในภาพ เช̂น รูปแบบของหน]าต^าง 
ๆ อาจทําให]การหาความเหมือนซับซ]อนข้ึน 

งานวิจัยน้ี สกัดคุณลักษณะจากภาพคําถามและภาพในชุดค]นหาโดยใช]โครงข̂ายประสาทแบบคอนโวลูชัน 
Convolutional Neural Networks: CNNs) ได]แก̂ VGG16, VGG19, และ NasNetLarge
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ของชุดข]อมูลอาคาร แต^ละภาพแสดง
ความยากในการหาค̂าความ

ตกต^างกัน เน่ืองแต^ละภาพถ̂ายจากมุมท่ีแตกต^างกัน ทําให]การจับคู̂หรือเปรียบเทียบอาคาร

แสงและเงา ทําให]สภาพแสงท่ีแตกต^างกันในแต^ละภาพอาจทําให]สีและความชัดเจนของภาพแตกต^างกันไป 

ๆ อาคาร เช̂น ต]นไม] รถยนตN หรือผู]คน อาจแตกต^างกันในแต^

ภาพท่ีมีความละเอียดต่ําหรือเบลอ อาจทําให]การจับคู̂และเปรียบเทียบ

หากอาคารหลายหลังมีลักษณะทางสถาปtตยกรรมท่ีคล]ายกัน เช̂น 

องคNประกอบหลากหลายในภาพ เช̂น รูปแบบของหน]าต^าง 

งานวิจัยน้ี สกัดคุณลักษณะจากภาพคําถามและภาพในชุดค]นหาโดยใช]โครงข̂ายประสาทแบบคอนโวลูชัน 
NasNetLarge ดัง Figure 4 แสดง
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แผนภาพของโมเดล VGG16 Figure 
NasNetLarge 
 

Figure 4 Feature map 
 

จาก Figure 4 แสดงการทํางานของโมเดล 
เปiนภาพของอาคาร 17 และแถวด]านล^างเปiนภาพของอาคาร 
maps จากเลเยอรNต^าง ๆ ของโมเดล ได]แก̂ เลเยอรNท่ี 
และเลเยอรNท่ี 18 (block5_pool) (d) 
ประมวลผลและการเน]นลักษณะเฉพาะของภาพในแต^ละข้ันตอนอย^างชัดเจน
 

Figure 5 Feature map 
 

จาก Figure 5 แสดงการทํางานของโมเดล 
เปiนภาพของอาคาร 17 และแถวด]านล^างเปiนภาพของอาคาร 
maps จากเลเยอรNต^างๆ ของโมเดล ได]แก̂ เลเยอรNท่ี 
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Figure 5 แสดงแผนภาพของโมเดล VGG19 และ Figure 6 แสดงแผนภาพของโมเดล 

ap visualization of convolutional layers (VGG16) from 

แสดงการทํางานของโมเดล VGG16 ในการสกัดคุณลักษณะเฉพาะจากภาพ โดยแถวด]านบน
และแถวด]านล^างเปiนภาพของอาคาร 22 โดยมีการแสดงภาพต]นฉบับ 
ๆ ของโมเดล ได]แก̂ เลเยอรNท่ี 2 (block1_conv2) (b), เลเยอรNท่ี 9 (

_pool) (d) ซ่ึงเปiนช้ันคอนโวสุดท]ายของ VGG16 โดยในภาพรวม
ประมวลผลและการเน]นลักษณะเฉพาะของภาพในแต^ละข้ันตอนอย^างชัดเจน 

ap visualization of convolutional layers (VGG19) from 

แสดงการทํางานของโมเดล VGG19 ในการสกัดคุณลักษณะเฉพาะจากภาพ โดยแถวด]านบน
และแถวด]านล^างเปiนภาพของอาคาร 22 โดยมีการแสดงภาพต]นฉบับ 

จากเลเยอรNต^างๆ ของโมเดล ได]แก̂ เลเยอรNท่ี 2 (block1_conv2) (b), เลเยอรNท่ี 9 (
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แสดงแผนภาพของโมเดล 

 
from buildings 

ในการสกัดคุณลักษณะเฉพาะจากภาพ โดยแถวด]านบน
โดยมีการแสดงภาพต]นฉบับ (a) และ Feature 

(block3_conv3) (c), 
ภาพรวมแสดงถึงกระบวนการ

 
) from buildings 

ในการสกัดคุณลักษณะเฉพาะจากภาพ โดยแถวด]านบน
โดยมีการแสดงภาพต]นฉบับ (a) และ Feature 

(block3_conv3) (c), 
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และเลเยอรNท่ี 21 (block5_pool) (d) 
ประมวลผลและการเน]นลักษณะเฉพาะของภาพในแต^ละข้ันตอนอย^างชัดเจน

Figure 6 Feature map visualization of 
 

จาก Figure 6 แสดงการทํางานของโมเดล 
ด]านบนเปiนภาพของอาคาร 17 และแถวด]านล^างเปiนภาพของอาคาร 
Feature maps จากเลเยอรNต^างๆ ของโมเดล ได]แก̂ เลเยอรNท่ี 
(reduction_conv_1_stem_1) (c), 
(e) เลเยอรNท่ี 1031 (separable_conv_2_bn_normal_left5_18) 
ในภาพรวมแสดงถึงกระบวนการประมวลผลและการเน]นลักษณะเฉพาะของภาพในแต^ละข้ันตอนอย^างชัดเจน

การเปรียบเทียบภาพจากโมเดล 
NasNetLarge (Figure 6) ในการสกัดคุณ
โครงสร]างคล]ายกัน แต^ VGG19 มีเลเยอรNท่ีลึกกว̂า ทําให]การดึงลักษณะเฉพาะละเอียดข้ึน ส^วน 
โครงสร]างท่ีแตกต^างออกไปและดึงลักษณะเฉพาะได]หลากหลายกว̂า 
โมเดล แสดงให]เห็นว̂าแต^ละโมเดลมีความสามารถในการดึงลักษณะเฉพาะท่ีต^างกัน ซ่ึงมีผลต^อการนําไปใช]งานในการ
จําแนกหรือค]นหาความเหมือนของภาพ โดยข้ึนอยู^กับความต]องการด]านความแม^นยําและประสิทธิภาพในการ
ประมวลผล 
3.3  การวัดความคลEายคลึง 

ชุดข]อมูลอาคารมีความซับซ]อนและควา
การจับคู̂หรือเปรียบเทียบอาคารจากภาพท่ีแตกต^างกันยากข้ึน ความแตกต^างของภาพท่ีเกิดจากหลายปtจจัย ได]แก̂ 
มุมมองการถ̂ายภาพท่ีแตกต^างกัน ปtญหาด]านแสงและเงา สิ่งแวดล]อมรอบข]างหรือองคNประกอบรอบ
กันในแต^ละภาพ คุณภาพและความละเอียดของภาพ ภาพท่ีมีความละเอียดต่ําหรือเบลอ ลักษณะทางสถาปtตยกรรมท่ี
คล]ายกัน และความหลากหลายขององคNประกอบในภาพหรือรายละเอียดเฉพาะอ่ืนๆ อาจทําให]การหาความเหมือน
ซับซ]อนข้ึน ดังน้ัน เพ่ือแสดงให]เห็นถึง
ความคลึงจากภาพคําถาม (Query Image
ดัง Figure 7 
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_pool) (d) ซ่ึงเปiนช้ันคอนโวสุดท]ายของ VGG19 โดยในภาพรวมแสดงถึงกระบวนการ
ประมวลผลและการเน]นลักษณะเฉพาะของภาพในแต^ละข้ันตอนอย^างชัดเจน 

 

isualization of convolutional layers (NasNetLarge) from 

แสดงการทํางานของโมเดล NasNetLarge ในการสกัดคุณลักษณะเฉพาะจากภาพ โดยแถว
และแถวด]านล^างเปiนภาพของอาคาร 22 โดยมีการแสดงภาพต]นฉบับ 

จากเลเยอรNต^างๆ ของโมเดล ได]แก̂ เลเยอรNท่ี 1 (stem_conv1) (
c), เลเยอรNท่ี 8 (separable_conv_1_pad_reduction_left1_stem_1

1031 (separable_conv_2_bn_normal_left5_18) ซ่ึงเปiนช้ันคอนโวสุดท]ายของ 
ในภาพรวมแสดงถึงกระบวนการประมวลผลและการเน]นลักษณะเฉพาะของภาพในแต^ละข้ันตอนอย^างชัดเจน

การเปรียบเทียบภาพจากโมเดล CNNs สามแบบ ได]แก̂ VGG16 (Figure 4), VGG
สกัดคุณลักษณะเฉพาะจากภาพอาคาร 17 และ 22 พบว̂า VGG
มีเลเยอรNท่ีลึกกว̂า ทําให]การดึงลักษณะเฉพาะละเอียดข้ึน ส^วน 

โครงสร]างท่ีแตกต^างออกไปและดึงลักษณะเฉพาะได]หลากหลายกว̂า จากตัวอย^างแผนภาพท่ีสกัดคุณลักษณะ
แสดงให]เห็นว̂าแต^ละโมเดลมีความสามารถในการดึงลักษณะเฉพาะท่ีต^างกัน ซ่ึงมีผลต^อการนําไปใช]งานในการ

จําแนกหรือค]นหาความเหมือนของภาพ โดยข้ึนอยู^กับความต]องการด]านความแม^นยําและประสิทธิภาพในการ

ชุดข]อมูลอาคารมีความซับซ]อนและความหลากหลายของภาพในภาพชุดค]นหา (Image search set
การจับคู̂หรือเปรียบเทียบอาคารจากภาพท่ีแตกต^างกันยากข้ึน ความแตกต^างของภาพท่ีเกิดจากหลายปtจจัย ได]แก̂ 
มุมมองการถ̂ายภาพท่ีแตกต^างกัน ปtญหาด]านแสงและเงา สิ่งแวดล]อมรอบข]างหรือองคNประกอบรอบ
กันในแต^ละภาพ คุณภาพและความละเอียดของภาพ ภาพท่ีมีความละเอียดต่ําหรือเบลอ ลักษณะทางสถาปtตยกรรมท่ี
คล]ายกัน และความหลากหลายขององคNประกอบในภาพหรือรายละเอียดเฉพาะอ่ืนๆ อาจทําให]การหาความเหมือน

เห็นถึงประสิทธิภาพในการวัดความคล]ายคลึงด]วย Cosine similarity 
mage) จากการถ̂ายด]วยกล]องโทรศัพทNมือถือเพ่ิมจํานวน 12 
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โดยในภาพรวมแสดงถึงกระบวนการ

 
ayers (NasNetLarge) from buildings 

ในการสกัดคุณลักษณะเฉพาะจากภาพ โดยแถว
โดยมีการแสดงภาพต]นฉบับ (a) และ 

) (b), เลเยอรNท่ี 4 
separable_conv_1_pad_reduction_left1_stem_1) (d), และ 

ยของ NasNetLarge โดย
ในภาพรวมแสดงถึงกระบวนการประมวลผลและการเน]นลักษณะเฉพาะของภาพในแต^ละข้ันตอนอย^างชัดเจน 

, VGG19 (Figure 5) และ 
VGG16 และ VGG19 มี

มีเลเยอรNท่ีลึกกว̂า ทําให]การดึงลักษณะเฉพาะละเอียดข้ึน ส^วน NasNetLarge มี
จากตัวอย^างแผนภาพท่ีสกัดคุณลักษณะจากสาม 

แสดงให]เห็นว̂าแต^ละโมเดลมีความสามารถในการดึงลักษณะเฉพาะท่ีต^างกัน ซ่ึงมีผลต^อการนําไปใช]งานในการ
จําแนกหรือค]นหาความเหมือนของภาพ โดยข้ึนอยู^กับความต]องการด]านความแม^นยําและประสิทธิภาพในการ

Image search set) ท่ีทําให]
การจับคู̂หรือเปรียบเทียบอาคารจากภาพท่ีแตกต^างกันยากข้ึน ความแตกต^างของภาพท่ีเกิดจากหลายปtจจัย ได]แก̂ 
มุมมองการถ̂ายภาพท่ีแตกต^างกัน ปtญหาด]านแสงและเงา สิ่งแวดล]อมรอบข]างหรือองคNประกอบรอบ ๆ อาคารแตกต^าง
กันในแต^ละภาพ คุณภาพและความละเอียดของภาพ ภาพท่ีมีความละเอียดต่ําหรือเบลอ ลักษณะทางสถาปtตยกรรมท่ี
คล]ายกัน และความหลากหลายขององคNประกอบในภาพหรือรายละเอียดเฉพาะอ่ืนๆ อาจทําให]การหาความเหมือน

Cosine similarity ได]ทําการวัด
12 ภาพ ผลการทดลอง
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Figure 

จาก Figure 7 กราฟแสดงค̂าความคล]ายคลึงของโมเดล 
VGG19 มีค^าความคล]ายคลึงสูงสุดท่ี 
ว̂า VGG19 มีความสามารถในการคาดการณNท่ีแม^นยําท่ีสุดในสามโมเดลน้ี
VGG 19  ให] ค̂าความคล]ายคลึงใกล]เคียงกัน แต^
รูปภาพผิดจํานวน 2 ภาพ เมื่อพิจารณาภาพคําถาม
คอนกรีต รูปทรงและสีของต]นไม]มีความใกล]เคียงกับอาคาร
VGG16, VGG19 และ NasNetLarge 
 

Figure 8 Q
 

จาก Figure 8 แสดงตัวอย^างของภาพคําถามและผลการค]นคืนภาพโดยใช]โมเดล 
และ 25 โดยภาพในคอลัมนNแรกเปiนภาพคําถามและภาพในคอลัมนNท่ี 
ความคล]ายคลึงมากไปน]อย ซ่ึงแสดงให]เห็นถึงความสามารถของโมเดล 
ใกล]เคียงกับภาพคําถามได]อย^างมีประสิทธิภาพ โดยผลการค]นคืนภาพส^วนใหญ^มีความคล]ายคลึงกับภาพคําถามท้ังใน
ด]านรูปทรงและมุมมองของอาคาร 
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Figure 7 Similarity of VGG16, VGG 19 , and NasNetLarge

 
กราฟแสดงค̂าความคล]ายคลึงของโมเดล VGG16, VGG19 และ NasNetLarge 

มีค^าความคล]ายคลึงสูงสุดท่ี 1.00 รองลงมาคือ VGG16 ท่ี 0.99 และ NasNetLarge มีค^าต่ําสุดท่ี 
มีความสามารถในการคาดการณNท่ีแม^นยําท่ีสุดในสามโมเดลน้ี ผลการทดลองแสดงให]เห็นว̂า 

ใกล]เคียงกัน แต^ค̂าความคล]ายคลึงของ NasNetLarge ต่ํากว̂าท้ัง 
อพิจารณาภาพคําถามปtจจัยท่ีทําให]เกิดการค]นคืนรูปภาพท่ีผิดพลาด เช̂น พ้ืนผิวของ

สีของต]นไม]มีความใกล]เคียงกับอาคารอ่ืน ตัวอย^างภาพคําถามและผลลัพธNจากการค]นคืนภาพของ 
NasNetLarge ดัง Figure 8, 9, และ 10 ตามลําดับ 

Query images and image retrieval results of VGG16 

แสดงตัวอย^างของภาพคําถามและผลการค]นคืนภาพโดยใช]โมเดล VGG16 
โดยภาพในคอลัมนNแรกเปiนภาพคําถามและภาพในคอลัมนNท่ี 2 – 4 เปiนผลการค]นคืนภาพตามลําดับ

ความคล]ายคลึงมากไปน]อย ซ่ึงแสดงให]เห็นถึงความสามารถของโมเดล VGG16 ในการดึงข]อมูลภาพท่ี
ใกล]เคียงกับภาพคําถามได]อย^างมีประสิทธิภาพ โดยผลการค]นคืนภาพส^วนใหญ^มีความคล]ายคลึงกับภาพคําถามท้ังใน
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NasNetLarge 

NasNetLarge โดยโมเดล 
มีค^าต่ําสุดท่ี 0.44 สรุปได]

ผลการทดลองแสดงให]เห็นว̂า VGG 16  กับ 
ต่ํากว̂าท้ัง 2 โมเดล โดยค]นคืน

การค]นคืนรูปภาพท่ีผิดพลาด เช̂น พ้ืนผิวของ
ตัวอย^างภาพคําถามและผลลัพธNจากการค]นคืนภาพของ 

 

16 ของอาคาร 17, 22, 
เปiนผลการค]นคืนภาพตามลําดับ จากค̂า

ในการดึงข]อมูลภาพท่ีมีลักษณะ
ใกล]เคียงกับภาพคําถามได]อย^างมีประสิทธิภาพ โดยผลการค]นคืนภาพส^วนใหญ^มีความคล]ายคลึงกับภาพคําถามท้ังใน
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Figure 9 Q
 

จาก Figure 9 แสดงตัวอย^างของภาพคําถามและผลการค]นคืนภาพโดยใช]โมเดล 
และ 25 โดยภาพในคอลัมนNแรกเปiนภาพคําถามและภาพในคอลัมนNท่ี 
ความคล]ายคลึงมากไปน]อย โดยผลลัพธNแสดงให]เห็นว̂าโมเดล 
คําถามได]อย^างแม^นยํา ภาพท่ีถูกค]นคืนมีลักษณะและมุมมองท่ีใกล]เคียงกับภาพคําถาม แสดงถึงความสามารถของ
โมเดลในการประมวลผลและการจับคู̂ภาพได]อย^างมีประสิทธิภาพ

Figure 10 Query images and image retrieval results of 

จาก Figure 10 แสดงตัวอย^างของภาพคําถามและผลการค]นคืนภาพโดยใช]โมเดล 
และ 25 โดยภาพในคอลัมนNแรกเปiนภาพคําถามและภาพในคอลัมนNท่ี 
ความคล]ายคลึงมากไปน]อย ผลลัพธNแสดงให]เห็นว̂าโมเดล 
ภาพคําถามได]ในระดับหน่ึง แต^ผลการค]นคืนบางภาพมีลักษณะและมุมมองท่ีไม^ตรงกับ
แสดงถึงข]อจํากัดของโมเดลในด]านการประมวลผลและการจับคู̂ภาพเมื่อเทียบกับ 
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Query images and image retrieval results of VGG19 

แสดงตัวอย^างของภาพคําถามและผลการค]นคืนภาพโดยใช]โมเดล VGG1
โดยภาพในคอลัมนNแรกเปiนภาพคําถามและภาพในคอลัมนNท่ี 2 – 4 เปiนผลการค]นคืนภาพตามลําดับจากค̂า

ความคล]ายคลึงมากไปน]อย โดยผลลัพธNแสดงให]เห็นว̂าโมเดล VGG19 สามารถดึงข]อมูลภาพท่ีมีความคล]ายคลึงกับภาพ
คําถามได]อย^างแม^นยํา ภาพท่ีถูกค]นคืนมีลักษณะและมุมมองท่ีใกล]เคียงกับภาพคําถาม แสดงถึงความสามารถของ
โมเดลในการประมวลผลและการจับคู̂ภาพได]อย^างมีประสิทธิภาพ 

 

 
Query images and image retrieval results of NasNetLarge

 
แสดงตัวอย^างของภาพคําถามและผลการค]นคืนภาพโดยใช]โมเดล VGG1

โดยภาพในคอลัมนNแรกเปiนภาพคําถามและภาพในคอลัมนNท่ี 2 – 4 เปiนผลการค]นคืนภาพตามลําดับจากค̂า
ผลลัพธNแสดงให]เห็นว̂าโมเดล NasNetLarge สามารถค]นคืนภาพท่ีมีความคล]ายคลึงกับ

ภาพคําถามได]ในระดับหน่ึง แต^ผลการค]นคืนบางภาพมีลักษณะและมุมมองท่ีไม^ตรงกับภาพคําถาม
ารประมวลผลและการจับคู̂ภาพเมื่อเทียบกับ VGG16 และ VGG19
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19 ของอาคาร 17, 22, 
เปiนผลการค]นคืนภาพตามลําดับจากค̂า

สามารถดึงข]อมูลภาพท่ีมีความคล]ายคลึงกับภาพ
คําถามได]อย^างแม^นยํา ภาพท่ีถูกค]นคืนมีลักษณะและมุมมองท่ีใกล]เคียงกับภาพคําถาม แสดงถึงความสามารถของ

 

NasNetLarge 

19 ของอาคาร 17, 22, 
เปiนผลการค]นคืนภาพตามลําดับจากค̂า

สามารถค]นคืนภาพท่ีมีความคล]ายคลึงกับ
ภาพคําถาม (Query Image) 

VGG19  
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จากการเปรียบเทียบผลการค]นคืนภาพของอาคาร 17, 22, และ 25 ด]วยโมเดล VGG16, VGG19 และ 
NasNetLarge พบว̂าโมเดล VGG19 ให]ผลลัพธNท่ีมีความคล]ายคลึงกับภาพคําถามมากท่ีสุด ตามมาด]วย VGG16 ท่ี
สามารถดึงภาพท่ีมีลักษณะใกล]เคียงได]อย^างมีประสิทธิภาพ ส^วนโมเดล NasNetLarge ให]ผลลัพธNท่ีมีความคล]ายคลึงใน
ระดับปานกลางถึงต่ํา โดยมีบางภาพท่ีมุมมองและลักษณะไม^ตรงกับภาพคําถาม แสดงให]เห็นว̂า VGG19 และ VGG16 
มีความสามารถในการค]นคืนภาพท่ีดีกว̂า NasNetLarge 

4. สรุปผลการวิจัย 

งานวิจัยน้ีมุ^งเน]นการสกัดคุณลักษณะของภาพโดยใช] CNNs สามโมเดล ได]แก̂ VGG16, VGG19 และ 
NasNetLarge เพ่ือนําไปประยุกตNใช]ในระบบ Content-Based Image Retrieval (CBIR) สําหรับการค]นคืนภาพ
อาคาร โดยใช]ภาพถ̂ายอาคารต^าง ๆ ภายในมหาวิทยาลัยราชภัฏบุรีรัมยNเปiนชุดข]อมูล การทดลองได]ทําการสกัด
คุณลักษณะจากภาพถ̂าย และประเมินความคล]ายคลึงกันของภาพโดยใช] Cosine similarity พบว̂า VGG19 ให]ผลลัพธN
ท่ีดีท่ีสุด รองลงมา คือ VGG16 และ NasNetLarge ตามลําดับ VGG19 มีประสิทธิภาพสูงสุดในการสกัดคุณลักษณะ
ภาพอาคารเน่ืองจาก VGG19 มีโครงสร]างท่ีลึกกว̂า VGG16 ทําให]สามารถดึงคุณลักษณะภาพได]ละเอียดมากข้ึน 
อย^างไรก็ตาม NasNetLarge ซ่ึงเปiนโมเดลท่ีมีความซับซ]อนสูง กลับมีประสิทธิภาพต่ํากว̂า VGG16 และ VGG19 ซ่ึง
อาจเกิดจากการท่ี NasNetLarge ต]องการข]อมูลจํานวนมากในการฝ�กฝน หรือโครงสร]างของโมเดลอาจไม^เหมาะสมกับ
ลักษณะของภาพอาคาร การวิจัยน้ีมีประโยชนNในการทําความเข]าใจถึงประสิทธิภาพของ CNNs ในการสกัดคุณลักษณะ
ภาพ และสามารถนําไปประยุกตNใช]ในการพัฒนาระบบ CBIR สําหรับการค]นคืนภาพอาคารได] อย^างไรก็ตาม การวิจัยน้ี
ยังมีข]อจํากัดในเรื่องขนาดของชุดข]อมูล ซ่ึงควรได]รับการแก]ไขในงานวิจัยในอนาคต 

5. กิตติกรรมประกาศ 

ขอขอบคุณมหาวิทยาลัยราชภัฏบุรีรัมยN เพ่ือนร^วมงานทุกคนท่ีอํานวยความสะดวกและช̂วยเหลือในการทําวิจัยครั้งน้ี  

ผลประโยชนXทับซEอน 

ผู]เขียนขอยืนยันว̂างานวิจัยน้ีไม^มีความขัดแย]งทางผลประโยชนNท่ีเก่ียวข]องกับบทความน้ีกับบทความอ่ืนๆ   
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