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ABSTRACT 
From the book title is "Guidance for Generative AI in Education and Research" for teachers, or this book serves 
as part of the guidelines for using Generative AI (GenAI) in the fields of education and research. This book was 
written by W. Holmes and F. Miao in 2 0 2 3 . This book addresses the rapid emergence of publicly available 
Generative AI tools, with the release of new versions outpacing the establishment of national regulatory 
frameworks. The lack of national regulations on GenAI in most countries raises concerns about user data privacy 
and leaves educational institutions unprotected and largely unprepared to scrutinize these tools. UNESCO has 
issued the first global guidelines on GenAI in education, aiming to support countries in taking immediate action, 
formulating long-term policies, and developing human capacity to ensure that people can effectively use AI 
and enhance their work with Generative AI. 
 
 บทคัดย่อ  
     จากหนังสือเรื่อง "Guidance for Generative AI in Education and Research" for teachers หรือแนวทางการใช้ปัญญาประดิษฐ์ 
รังสรรค์ส าหรับการศึกษาและวิจัย  หนังสือเล่มนี้ เป็นส่วนหนึ่งของหนังสือหรือค าแนะน าส าหรับ generative AI หรือ
ปัญญาประดิษฐ์รังสรรค์ (GenAI) ในด้านการศึกษาและการวิจัย ซึ่งคุณดับเบิลยู โฮล์มส์ เอฟ เมียว-เขียนข้ึนในปี 2023 เครื่องมือ
ปัญญาประดิษฐ์รังสรรค์ (GenAI) ที่เปิดเผยต่อสาธารณะก าลังเกิดขึ้นอย่างรวดเร็ว และการเปิดตัวเวอร์ชันท าซ้ าก าลังแซงหน้าการ
ปรับกรอบการก ากับดูแลระดับชาติ ซึ่งการไม่มีกฎระเบียบระดับชาติเกี่ยวกับ GenAI ในประเทศส่วนใหญ่ท าให้ความเป็นส่วนตัว
ของข้อมูลของผู้ใช้ สถาบันการศึกษาที่ไม่ได้รับการคุ้มครอง และส่วนใหญ่ไม่ได้เตรียมพร้อมที่จะตรวจสอบเครื่องมือ องค์การ
ยูเนสโกมีค าแนะน าระดับโลกฉบับแรกเกี่ยวกับ GenAI ในด้านการศึกษา โดยมีจุดมุ่งหมายเพื่อสนับสนุนประเทศต่าง ๆ  
ในการด าเนินการทันที วางแผนนโยบายระยะยาว และพัฒนาขีดความสามารถของมนุษย์เพื่อให้มั่นใจว่ามนุษย์สามารถท่ีจะใช้งาน 
AI ได้อย่างเหมาะสมและพัฒนางานของตนเองด้วย Generative AI 
 
 

     ในส่วนของค าน าโดย สเตฟาเนีย จานนินี ผู้ช่วยผู้อ านวยการใหญ่ด้านการศึกษาของ UNESCO ได้กล่าวไว้ว่า 
     ปัญญาประดิษฐ์รังสรรค์ (Generative AI) เป็นที่รู้จักของสาธารณชนในช่วงปลายปี 2022 ด้วยการเปิดตัว ChatGPT 
ซึ่งกลายเป็นแอปพลิเคชันที่เติบโตเร็วที่สุดในประวัติศาสตร์ ด้วยพลังในการเลียนแบบความสามารถของมนุษย์ในการผลิตเอาต์พุต 
เช่น ข้อความ รูปภาพ วิดีโอ เพลง และรหัสซอฟต์แวร์ แอปพลิเคชัน GenAI เหล่านี้ท าให้เกิดความปั่นป่วน ขณะนี้ผู้คนหลายล้าน
คนได้ใช้ปัญญาประดิษฐ์รังสรรค์ในชีวิตประจ าวัน และศักยภาพในการปรับโมเดลให้เข้ากับแอปพลิเคชัน AI ในหลาย ๆ ด้านดู
เหมือนจะไร้ขีดจ ากัด 
     ความสามารถท่ีหลากหลายส าหรับการประมวลผลข้อมูลและการผลิตความรู้อาจมีผลกระทบอย่างมากต่อการศึกษา เนื่องจาก
ความสามารถเหล่านี้จ าลองการคิดระดับสูงซึ่งเป็นรากฐานของการเรียนรู้ของมนุษย์ เครื่องมือปัญญาประดิษฐ์รังสรรค์สามารถ
สร้างการเขียนและการสร้างสรรค์งานศิลปะในระดับพื้นฐานได้โดยอัตโนมัติมากขึ้นเรื่อย ๆ เครื่องมือเหล่านี้จึงบังคับให้ผู้ก าหนด
นโยบายด้านการศึกษาและสถาบันต่าง ๆ ต้องกลับมาทบทวนว่าท าไม อะไร และวิธีที่เราเรียนรู้ สิ่งเหล่านี้ถือเป็นข้อควรพิจารณา 
ที่ส าคัญส าหรับการศึกษาในยุคใหม่ของยุคดิจิทัล 
     เอกสารเผยแพร่นี้มีจุดมุ่งหมายเพื่อสนับสนุนการวางแผนกฎระเบียบ นโยบาย และการพัฒนาขีดความสามารถของมนุษย์ที่
เหมาะสม เพื่อให้มั่นใจว่า GenAI กลายเป็นเครื่องมือที่เป็นประโยชน ์และเสริมศักยภาพครู ผู้เรียน และนักวิจัยอย่างแท้จริง 
     ในหนังสือเล่มนี้ จะเสนอขั้นตอนส าคัญส าหรับหน่วยงานภาครัฐในการควบคุมการใช้ปัญญาประดิษฐ์รังสรรค์ 
หรือ Generative AI นอกจากนี้ยังน าเสนอกรอบการท างานและตัวอย่างที่ เป็นรูปธรรมส าหรับการก าหนดนโยบายและการ
ออกแบบการเรียนการสอนที่ช่วยให้ใช้เทคโนโลยีนี้ในด้านการศึกษาอย่างมีจริยธรรมและมีประสิทธิภาพ และในตอนท้ายที่สุดได้มี
การเรียกร้องให้ประชาคมระหว่างประเทศพิจารณาผลกระทบระยะยาวที่ลึกซึ้งของปัญญาประดิษฐ์รังสรรค์ หรือ Generative AI 
ส าหรับวิธีที่เราเข้าใจความรู้และก าหนดเนื้อหาการเรียนรู้ วิธีการและผลลัพธ์ ตลอดจนวิธีที่เราประเมินและตรวจสอบการเรียนรู้ 
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     จากค าแนะน าของ UNESCO เกี่ยวกับจริยธรรมของปัญญาประดิษฐ์ประจ าปี 2021 ค าแนะน าดังกล่าวได้รับการยึดถือใน
แนวทางมนุษยนิยมในการศึกษาที่ส่งเสริมสิทธิ เสรีของมนุษย์ การไม่แบ่งแยก ความเท่าเทียม ความเท่าเทียมทางเพศ 
ความหลากหลายทางวัฒนธรรมและภาษา ตลอดจนความคิดเห็นและการแสดงออกพหูพจน์ นอกจากนี้ยังตอบสนองต่อการ
เรียกร้องของรายงานปี 2021 ของคณะกรรมาธิการระหว่างประเทศว่าด้วยอนาคตของการศึกษา การจินตนาการถึงอนาคตของเรา
ร่วมกัน: สัญญาทางสังคมฉบับใหม่ส าหรับการศึกษาเพื่อก าหนดความสัมพันธ์ของเรากับเทคโนโลยีใหม่ โดยเป็นส่วนส าคัญของ
ความพยายามของเราในการต่ออายุสังคม สัญญาเพื่อการศึกษา “AI จะต้องไม่แย่งชิงสติปัญญาของมนุษย์ แต่เชิญชวนให้เรา
พิจารณาความเข้าใจที่เราก าหนดไว้เกี่ยวกับความรู้และการเรียนรู้ของมนุษย์อีกคร้ัง” ฉันหวังว่าค าแนะน านี้จะช่วยให้เรา
ก าหนดขอบเขตใหม่ของการศึกษาและแจ้งการคิดโดยรวมและการด าเนินการรว่มกันท่ีสามารถน าไปสู่อนาคตการเรียนรูด้ิจิทัลทีย่ดึ
มนุษย์เป็นศูนย์กลางส าหรับทุกคน 

 

สเตฟาเนีย จานนิน ีผู้ช่วยผู้อ านวยการใหญ่ด้านการศึกษาของ UNESCO 
จากค าน าในหนังสือเล่มนี้ท าให้เกิดความตั้งใจที่จะสรุปหนังสือ "แนวทางการใช้ปัญญาประดิษฐ์เชิงรังสรรค์ในการศึกษาและ

การวิจัย" ส าหรับนักการศึกษา เพื่อเป็นแนวทางในการน าปัญญาประดิษฐ์รังสรรค์มาใช้ในการจัดการเรียนการสอน การวิจัย และ
กิจกรรมอื่นของนักการศึกษา ในหนังสือเล่มนี้ประกอบไปด้วยเอกสารทั้งหมด 45 หน้า รวมปกแล้ว ภายในประกอบไปด้วยเนื้อหา
ทั้งสิ้น 6 บท ซึ่งพอจะสรุปได้ดังนี้ 
     1. บทน าสู่ปัญญาปัญญาประดิษฐ์รังสรรค์ (GenAI):                   

o ปัญญาประดิษฐร์ังสรรค์ (GenAI) หมายถึงเทคโนโลยีปญัญาประดิษฐ์ท่ีสามารถสร้างเนื้อหาใหม่ เช่น ข้อความ 
รูปภาพ วิดีโอ เพลง และโค้ดซอฟต์แวร ์

o การเปิดตัว ChatGPT ในปลายปี 2022 ถือเป็นก้าวส าคัญที่ท าให้ GenAI ถูกน ามาใช้กันอย่างแพร่หลาย 
o เครื่องมือ GenAI ก าลังพัฒนาอย่างรวดเร็ว ท าให้เกิดโอกาสและความท้าทายใหม่ ๆ ในหลายภาคส่วน รวมถึง

การศึกษาด้วย 
 

ตารางที่ 1 เทคนิคที่ใช้ใน AI  ที่สร้างผลลัพธ์ได้เอง 
การเรียนรู้ของเครื่อง (ML) รูปแบบของ AI ที่ใช้ข้อมูลในการปรับปรงุประสิทธิภาพโดยอัตโนมัติ 
เครือข่ายประสาทเทียม (ANN) รูปแบบของ ML ที่ได้รับแรงบันดาลใจจากโครงสร้างและการท างานของสมอง

มนุษย์ (เช่น การเชื่อมต่อแบบซินแนปสร์ะหว่างเซลล์ประสาท) 
AI ที่สร้างข้อความ (Text generative AI)  
ทรานส์ฟอร์เมอร์ทั่วไป (General-purpose transformers) รูปแบบของ ANN ที่สามารถมุ่งเน้นไปที่ส่วนต่าง ๆ ของข้อมูลเพื่อพจิารณาวา่พวก

เขาเกี่ยวข้องกันอย่างไร 
แบบจ าลองภาษาขนาดใหญ ่(LLM) รูปแบบของทรานส์ฟอร์เมอร์ทัว่ไปที่ได้รับการฝึกฝนด้วยข้อมูลขอ้ความจ านวน

มหาศาล 
ทรานส์ฟอร์เมอร์ที่ฝึกฝนมาแลว้ (GPT) รูปแบบของ LLM ที่ได้รับการฝกึฝนด้วยข้อมูลขนาดใหญ่มากยิ่งขึ้น ท าให้

แบบจ าลองสามารถจับความละเอยีดของภาษาและสร้างข้อความที่สอดคล้องและรู้
บริบทได้ 

AI ที่สร้างภาพ (Image generative AI)  
เครือข่ายคู่แข่งสร้างสรรค์ (GANs) รูปแบบของเครือข่ายประสาทที่ใช้ส าหรบัการสร้างภาพ 
เครื่องเข้ารหัสอัตโนมัติแปรผัน (VAEs) รูปแบบของเครือข่ายประสาทที่ใช้ส าหรบัการสร้างภาพ 

 

     ปัญญาประดิษฐร์ังสรรค์อักษร (Text GenAI models) ท างานอย่างไร 
1. พ้ืนฐานของการท างาน: 

o Text Generative AI ใช้โครงข่ายประสาทเทียมที่ เรียกว่าทรานส์ฟอร์ เมอร์ทั่วไป (General-Purpose 
Transformer) ซึ่งเป็นประเภทของโครงข่ายประสาทเทียมที่สามารถวิเคราะห์และคาดการณ์ค าหรือวลีต่อไปที่
ควรจะเกิดขึ้นในข้อความได้ 

o หนึ่งในโมเดลที่รู้จักกันดีคือ GPT (Generative Pre-Trained Transformer) ซึ่งเป็นโมเดลภาษาขนาดใหญ่ 
(Large Language Model: LLM) ที่ถูกฝึกฝนด้วยข้อมูลจ านวนมหาศาลเพื่อให้สามารถสรา้งข้อความที่มีความ
สอดคล้องและเข้าใจบริบทได้ดี 
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2. กระบวนการสร้างข้อความ: 
o เมื่อผู้ใช้ป้อนค าสั่ง (Prompt) โมเดล GPT จะท าการแบ่งค าสั่งนั้นออกเป็นหน่วยเล็ก ๆ ซึ่งเรียกว่าโทเค็น 

(Tokens) จากนั้นจะวิเคราะห์และคาดการณ์ค าหรือวลีที่เหมาะสมต่อไปโดยอิงจากรูปแบบทางสถิติที่ได้เรยีนรู้
จากข้อมูลขนาดใหญ่ 

o โมเดลจะสร้างข้อความออกมาโดยเรียงล าดับค าหรือวลีที่คาดการณ์ไว้ตามความน่าจะเป็นสูงสุด และท าซ้ า
ขั้นตอนนี้จนกว่าข้อความจะสมบูรณ์ 

o ข้อความที่สร้างขึ้นจะถูกกรองผ่านระบบเพื่อขจัดเนื้อหาท่ีไม่เหมาะสมก่อนท่ีจะส่งออกไปยังผู้ใช้ 
3. การพัฒนาโมเดล GPT: 

o แต่ละรุ่นของ GPT ได้รับการพัฒนาโดยการเพิ่มจ านวนข้อมูลที่ใช้ในการฝึกฝนและปรับปรุงโครงสร้างของ
โมเดลอย่างต่อเนื่อง รุ่นล่าสุด เช่น GPT-4 มีความสามารถในการประมวลผลข้อมูลที่ซับซ้อนมากขึ้น  
และสามารถรองรับการป้อนข้อมูลในรูปแบบท่ีหลากหลายกว่าเดิม 

หัวข้อนี้สรุปว่า ปัญญาประดิษฐ์รังสรรค์อักษร (Text Generative AI) ท างานโดยการวิเคราะห์ค าสั่งที่ได้รับผ่านโครงข่ายประสาท
เทียมที่มีการฝึกฝนด้วยข้อมูลจ านวนมาก และสามารถสร้างข้อความที่มีความสมเหตุสมผลและสอดคล้องกับบริบทได้อย่างมี
ประสิทธิภาพ 
 

ตารางที่ 2 OpenAI GPTs แสดงข้อมูลเกี่ยวกบัโมเดล GPT ที่พัฒนาโดย OpenAI ดังนี้: 
Model ปีที่เปดิตัว ขนาดข้อมูลที่ใช้ฝึก 

(GB) 
จ านวนพารามิเตอร์ คุณสมบัตหิลัก 

GPT-1 2018 40 GB 117 ล้าน สามารถท างานเกีย่วกับการประมวลผลภาษาธรรมชาติ 
เช่น การเติมข้อความ และการตอบค าถาม 

GPT-2 2019 40 GB 1,500 ล้าน สามารถท างานการประมวลผลภาษาธรรมชาติที่ซับซ้อน
ยิ่งขึ้น เช่น การแปลภาษาและการสรุปข้อมูล 

GPT-3 2020 17,000 GB 175,000 ล้าน สามารถท างานการประมวลผลภาษาธรรมชาติขั้นสูง  
เช่น การเขียนย่อหนา้อยา่งสมบูรณ์และการสร้างบทความ
ทั้งหมด รวมถึงสามารถปรับตวัให้เข้ากบังานใหม่ได้โดยใช้
ตัวอยา่งเพียงไม่กี่ตัวอยา่ง 

GPT-4 2023 1,000,000 GB  
(รายงานแต่ยังไม่ยืนยัน) 

170,000,000 ล้าน 
(รายงานแต่ยังไม่ยืนยัน) 

มีความน่าเช่ือถือมากขึ้น และสามารถประมวลผลค าสั่งที่
ซับซ้อนมากขึ้น 

 

     ตารางที่ 2 นี้สรุปความก้าวหน้าของโมเดล GPT ตั้งแต่รุ่นแรก (GPT-1) จนถึงรุ่นล่าสุด (GPT-4) โดยแต่ละรุ่นมีการปรับปรุง 
ในด้านการประมวลผลภาษาธรรมชาติและการประมวลผลข้อมูลที่มีความซับซ้อนมากขึ้น รุ่นล่าสุด (GPT-4) มีการรายงานว่าใช้
ข้อมูลฝึกฝนและจ านวนพารามิเตอร์มากกว่ารุ่นก่อนหน้าอย่างมาก ซึ่งช่วยเพิ่มความสามารถในการประมวลผลและความน่าเชื่อถอื
ของระบบ AI เราจะเห็นได้ว่า เมื่อ GPT ได้รับการฝึกฝนแล้ว การสร้างข้อความตอบสนองต่อค าสั่ง (Prompt) จะเกี่ยวข้องกับ
ขั้นตอนดังต่อไปนี้: 

 1. ค าสั่ง (Prompt) จะถูกแบ่งออกเป็นหน่วยย่อย ๆ เรียกว่า "โทเค็น" (Tokens) ซ่ึงจะถูกป้อนเข้าไปใน GPT 
 

       2. การใช้งานและประโยชน์ที่เป็นไปได้ 
o GenAI สามารถท างานแบบง่าย ๆ ที่ต้องใช้ความคิดระดับพื้นฐานโดยอัตโนมัติ ท าให้มีเวลามากขึ้นส าหรับ

กระบวนการคิดระดับสูง 
o ปัญญาประดิษฐ์รังสรรค์ (GenAI) สามารถช่วยในการสร้างสื่อการสอน ปรับแต่งประสบการณ์การเรียนรู้ และ

สนับสนุนงานด้านการบริหารในสถาบันการศึกษา 
o เทคโนโลยีนี้มีศักยภาพในการช่วยครูและผู้เรียน โดยเฉพาะในการสร้างเนื้อหาที่ปรับให้เหมาะสมและให้

แหล่งข้อมูลเพิ่มเติม 
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       3. ความเสี่ยงและความท้าทาย 
o มีความกังวลเกี่ยวกับความเป็นส่วนตัวของข้อมูล ความถูกต้องของเนื้อหาที่สร้างโดย AI และโอกาสในการใช้

งานในทางที่ผิดในสถานศึกษา เช่น ลอกค าตอบจากปัญญาประดิษฐ์รังสรรค์ (GenAI) 
o ข้อพิจารณาด้านจริยธรรม รวมถึงการคุ้มครองสิทธิในการตัดสินใจของมนุษย์ การส่งเสริมความเสมอภาค 

และการรักษาความหลากหลายทางวัฒนธรรมและภาษาศาสตร์ 
o ในการน ามาใช้จ าเป็นอย่างยิ่งที่จะต้องมีกรอบการก ากับดูแลที่มีประสิทธิภาพ เพื่อจัดการกับความเสี่ยงเหล่านี้

และเพื่อให้แน่ใจว่าการใช้ปัญญาประดิษฐ์รังสรรค์ (GenAI) ในด้านการศึกษามีความรับผิดชอบที่เหมาะสม 
       4. กรอบการก ากับดูแลและจริยธรรม 

o องค์การยูเนสโกสนับสนุนแนวทางที่เน้นมนุษย์เป็นศูนย์กลางในการใช้ AI ในการศึกษา โดยมุ่งเน้นไปที่สิทธิใน
การตัดสินใจของมนุษย์ ความเสมอภาค ความเท่าเทียมทางเพศ และความหลากหลายทางวัฒนธรรม 

o ข้อเสนอแนะ รวมถึงการปกป้องความเป็นส่วนตัวของข้อมูล แนวทางการใช้งานอย่างมีจริยธรรม และการ
เข้าถึงเครื่องมือปัญญาประดิษฐ์รังสรรค์ (GenAI) ที่เหมาะสมกับวัย 

o รัฐบาลและสถาบันการศึกษาควรสร้างกฎระเบียบและนโยบายเพื่อจัดการการใช้ปัญญาประดิษฐ์รังสรรค์ 
(GenAI) อย่างมีประสิทธิภาพ 

       5. ข้อเสนอแนะส าหรับครูและนกันโยบาย 
o ครูและบุคลากรทางการศึกษาควรได้รับทักษะและความรู้ในการใช้เครื่องมือ GenAI อย่างมีประสิทธิภาพและ

มีจริยธรรม 
o นักนโยบายควรพัฒนากลยุทธ์ที่ครอบคลุมเพื่อบูรณาการ GenAI เข้ากับการศึกษา ในขณะเดียวกันก็ค านึงถึง

ความเสี่ยงท่ีเกี่ยวข้อง 
o สถาบันการศึกษาต้องมีความร่วมมือเพื่อพิจารณาผลกระทบระยะยาวของปัญญาประดิษฐ์รังสรรค์ (GenAI) 

ต่อการสอน การเรียนรู้ และการประเมินผล ซึ่งเป็นเรื่องส าคัญมาก 
6. ทิศทางในอนาคต 

o หนังสือเอกสารฉบับนี้เรียกร้องให้มีการวิจัยและการสนทนาอย่างต่อเนื่องเพื่อท าความเข้าใจ และจัดการกับ 
ภูมิทัศน์ที่เปลี่ยนแปลงของปัญญาประดิษฐ์รังสรรค์ (GenAI) ในการศึกษา 

o นักการศึกษาควรเน้นความส าคัญของแนวทางสหวิทยาการและการท างานร่วมกันระหว่างภาคส่วนทุกระดับ 
เพื่อจัดการกับความท้าทายทางจริยธรรม สังคม และผลกระทบด้านเทคนิคที่เกิดจากปัญญาประดิษฐ์รังสรรค์ 
(GenAI)  

o จ าเป็นต้องมีการติดตามและประเมินระบบของปัญญาประดิษฐ์รังสรรค์ (GenAI) อย่างต่อเนื่อง เพื่อให้แน่ใจว่า
สอดคล้องกับเป้าหมายและค่านิยมทางการศึกษา 
 

ในหัวข้อต่อมาได้กล่าวถึงเร่ืองของ What is generative AI? and how does it work? หัวข้อนี้อธิบายเกี่ยวกับปัญญาประดิษฐ ์
เชิงสร้างสรรค์ (Generative AI) และวิธีการท างานของ AI โดยมีเนื้อหาส าคัญดังนี้: 

1. What is Generative AI? 
o Generative AI คือเทคโนโลยีปัญญาประดษิฐ์ที่สามารถสรา้งเนื้อหาใหม่โดยอัตโนมัตติามค าสั่งหรอื "prompt" 

ที่ป้อนเข้าไป เนื้อหาที่สร้างขึ้นอาจอยู่ในรูปแบบของข้อความ รูปภาพ วิดีโอ เพลง หรือโค้ดซอฟต์แวร์ ซึ่ง
แตกต่างจากการรวบรวมเนื้อหาที่มีอยู่แล้ว Generative AI สร้างเนื้อหาใหม่จากการวิเคราะห์รูปแบบข้อมูลที่
เรียนรู้มา 

o อย่างไรก็ตาม แม้ว่า Generative AI จะสามารถสร้างเนื้อหาใหม่ได้ แต่ก็ไม่สามารถสร้างแนวคิดหรือวิธีแก้ไข
ปัญหาที่เกี่ยวข้องกับโลกจริงได้ เนื่องจากมันไม่เข้าใจวัตถุหรือความสัมพันธ์ทางสังคมที่อยู่เบื้องหลังภาษา 
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2. How does Generative AI work? 
o Generative AI ท างานโดยใช้เทคโนโลยีในกลุ่มที่เรียกว่าการเรียนรู้ของเครื่อง (Machine Learning: ML)  

ซึ่งใช้แบบจ าลองอัลกอริทึมในการปรับปรุงประสิทธิภาพโดยอัตโนมัติจากข้อมูล 
o ตัวอย่างเช่น Generative AI ที่สร้างข้อความ (Text Generative AI) จะใช้โครงข่ายประสาทเทียมแบบที่

เรียกว่าทรานส์ฟอร์เมอร์ (Transformers) ซึ่งเป็นแบบจ าลองภาษาขนาดใหญ่ LLM เช่น GPT ในการสร้าง
ข้อความที่สอดคล้องกันตามค าสั่งที่ได้รับ 

o ส าหรับการสร้างภาพ (Image Generative AI) จะใช้โครงข่ายปฏิปักษ์เชิงสร้างสรรค์ (Generative Adversarial 
Networks: GANs) ซึ่งประกอบด้วยสองส่วนคือ "ตัวสร้าง" และ "ตัวแยกแยะ" โดยตัวสร้างจะสร้างภาพขึ้นมา 
ส่วนตัวแยกแยะจะพยายามแยกแยะระหว่างภาพที่สร้างขึ้นกับภาพจริง กระบวนการนี้ท าให้ AI สามารถสร้าง
ภาพที่สมจริงได้มากข้ึน 

     หัวข้อนี้สรุปว่า Generative AI เป็นเทคโนโลยีที่มีศักยภาพสูงในการสร้างเนื้อหาใหม่ แต่ยังมีข้อจ ากัดในเรื่องของความเข้าใจ
โลกจริงและความแม่นย าของข้อมูลที่สร้างขึ้น ซึ่งจะต้องใช้ระยะเวลาอีกระยะ และใช้ข้อมูลที่มากกว่านี้ รวมถึงการสะท้อนผลการ
ท างานให้กับ AI ได้รู้ถึงผลจากการท างานของตนเอง 
บทท่ี 2 Controversies around generative AI and their implications for education 
ในหัวข้อน้ีเอกสารฉบับน้ีได้กลา่วถึงประเด็นขัดแย้งและความเสี่ยงทางจริยธรรมที่เกิดจากการใช้ปัญญาประดิษฐร์ังสรรค์ 
(Generative AI) และผลกระทบท่ีอาจเกิดขึ้นต่อการศึกษา โดยมีเนื้อหาส าคัญดังนี ้

1. การเพ่ิมความเหลื่อมล้ าทางดิจิทัล (Worsening digital poverty) 
o ปัญญาประดิษฐ์รังสรรค์ (Generative AI) ต้องพึ่งพาข้อมูลจ านวนมหาศาลและพลังการประมวลผลที่มาก 

ซึ่งมีอยู่เฉพาะในบริษัทเทคโนโลยีขนาดใหญ่และบางประเทศที่พัฒนาแล้ว ท าให้ประเทศและบริษัทขนาดเล็ก
โดยเฉพาะในประเทศที่ยังไม่พัฒนาเข้าถึงเทคโนโลยีนี้ท าได้ยาก เกิดความไม่เท่าเทียมกันในการพัฒนาทาง
ดิจิทัลระหว่างภูมิภาคต่าง ๆ 

2. การใช้เนื้อหาโดยไม่ได้รับอนุญาต (Use of content without consent) 
o โมเดลปัญญาประดิษฐ์รังสรรค์ (Generative AI) มักถูกฝึกฝนจากข้อมูลที่รวบรวมจากอินเทอร์เน็ตโดยไม่ไดร้บั

อนุญาตจากเจ้าของลิขสิทธิ์ ท าให้เกิดปัญหาทางกฎหมายเกี่ยวกับสิทธิในทรัพย์สินทางปัญญาและความเป็น
ส่วนตัว เช่น กฎระเบียบคุ้มครองข้อมูลทั่วไป (GDPR) ในสหภาพยุโรป 

3. โมเดลที่อธิบายไม่ได้ (Unexplainable models) 
o โมเดลปัญญาประดิษฐ์รังสรรค์ (Generative AI) มักถูกวิพากษ์วิจารณ์ว่าเป็น “กล่องด า” (Black Box) 

เนื่องจากไม่สามารถตรวจสอบหรืออธิบายการท างานภายในได้อย่างโปร่งใส ท าให้ผู้ใช้ไม่สามารถเข้าใจวิธีการ
ที่ GenAI สร้างผลลัพธ์ออกมาได้ ส่งผลให้เกิดปัญหาด้านความน่าเช่ือถือและความโปร่งใสของเทคโนโลยีนี้ 

4. การผลิตเนื้อหาท่ีมีอคติ (Biases in AI-generated content) 
o เนื้อหาท่ีสร้างโดยปัญญาประดิษฐ์รังสรรค์ (Generative AI) อาจมีอคติหรือความไม่ถูกต้อง เนื่องจากโมเดลถูก

ฝึกฝนจากข้อมูลที่มีอคติอยู่แล้วในอินเทอร์เน็ต ส่งผลให้เนื้อหาที่สร้างขึ้นไม่สะท้อนความหลากหลายของ
มุมมองและอาจก่อให้เกิดผลกระทบทางสังคม เช่น การลดทอนความหลากหลายของความคิดเห็น และการ
เพิ่มความเหลื่อมล้ าในกลุ่มที่เสียเปรียบ 

5. การสร้าง Deepfake ที่ลึกซึ้งยิ่งขึ้น (Generating deeper deepfakes) 
o ปัญญาประดิษฐ์รังสรรค์ (Generative AI) ท าให้ง่ายต่อการสร้าง Deepfake ซึ่งเป็นภาพหรือวิดีโอที่ถูกแก้ไข

หรือปลอมแปลงจนยากที่จะแยกแยะจากของจริง สิ่งนี้อาจน าไปสู่การกระท าที่ผิดจรรยาบรรณหรือ
อาชญากรรม เช่น การเผยแพร่ข้อมูลที่ผิด การสร้างความเกลียดชัง และการใช้ภาพของบุคคลโดยไม่ ได้รับ
ความยินยอม 

     ผลกระทบต่อการศึกษาจากประเด็นเหล่านี้คือ ครู นักเรียน และผู้วิจัยต้องระมัดระวังในการใช้ GenAI และตระหนักถึงความ
เสี่ยงและข้อจ ากัดของเทคโนโลยีนี้ เพื่อให้การใช้ AI ในการศึกษาเป็นไปอย่างมีจริยธรรมและมีประสิทธิภาพ 
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ผลกระทบต่อการศึกษาและการวจิัย (Implications for education and research) 
 นักวิจัย ครู และผู้เรียนควรมีมุมมองวิพากษ์ต่อการวางแนวค่านิยม มาตรฐานทางวัฒนธรรม และขนบธรรมเนียมทาง

สังคมที่ฝังอยู่ในโมเดลการฝึกฝนของปัญญาประดิษฐ์รังสรรค์ (Generative AI) ผู้ก าหนดนโยบายควรตระหนักและ
ด าเนินการเพื่อแก้ไขความไม่เท่าเทียมที่เลวร้ายลงจากช่องว่างที่ขยายกว้างขึ้นในการฝึกฝนและควบคุมโมเดล GenAI 

 นักวิจัย ครู และผู้เรียนจ าเป็นต้องรู้ถึงสิทธิของเจ้าของข้อมูลและควรตรวจสอบว่าเครื่องมือ GenAI ที่พวกเขาใช้อยู่นั้น
ละเมิดกฎระเบียบที่มีอยู่หรือไม่ 

 นักวิจัย ครู และผู้เรียนควรตระหนักว่าภาพหรือโค้ดที่สร้างขึ้นด้วยปัญญาประดิษฐ์รังสรรค์ (Generative AI) อาจละเมิด
สิทธิในทรัพย์สินทางปัญญาของผู้อื่น และภาพ เสียง หรือโค้ดที่พวกเขาสร้างและแชร์บนอินเทอร์เน็ตอาจถูกน าไปใช้
ประโยชน์โดย GenAI อื่น ๆ 

 นักวิจัย ครู และผู้เรียนควรตระหนักว่าระบบปัญญาประดิษฐ์รังสรรค์ (Generative AI) ท างานเป็นกล่องด า (black 
boxes) ซึ่งท าให้ยากหรือแทบเป็นไปไม่ได้ที่จะทราบว่าท าไมถึงมีการสร้างเนื้อหาบางอย่างขึ้นมา การที่ไม่มีค าอธิบายถึง
วิธีการสร้างผลลัพธ์อาจท าให้ผู้ใช้ต้องยอมรับตรรกะที่ก าหนดโดยพารามิเตอร์ที่ถูกออกแบบไว้ในระบบ GenAI  
ซึ่งพารามิเตอร์เหล่านี้อาจสะท้อนถึงค่านิยมหรือมาตรฐานทางวัฒนธรรมหรือการค้าบางอย่างที่แอบแฝงอคติในเนื้อหาที่
ผลิตออกมา 

 นักวิจัย ครู และผู้เรียนควรตระหนักว่าระบบปัญญาประดิษฐ์รังสรรค์ (Generative AI) มีความสามารถในการสร้าง
เนื้อหาท่ีไม่เหมาะสมหรือผิดจริยธรรม 

 เราควรจะต้องรู้ถึงปัญหาระยะยาวที่อาจเกิดขึ้นเกี่ยวกับความน่าเชื่อถือของความรู้ เมื่อโมเดล GPT ในอนาคตถูกฝึกฝน
จากข้อความที่สร้างขึ้นโดยโมเดล GPT รุ่นก่อนหน้า 

 แม้ว่าผู้พัฒนาและผู้ให้บริการโมเดลปัญญาประดิษฐ์รังสรรค์ (Generative AI) จะมีความรับผิดชอบหลักในการจัดการ
กับอคติในชุดข้อมูลและผลลัพธ์ของโมเดลเหล่านี้อย่างต่อเนื่อง แต่ผู้ใช้ นักวิจัย ครู และผู้เรียนควรทราบว่าผลลัพธ์ของ 
Text GenAI มักจะแสดงถึงมุมมองที่พบบ่อยหรือเป็นที่นิยมที่สุดในช่วงเวลาที่ชุดข้อมูลถูกสร้างขึ้น ซึ่งบางครั้งอาจมี
ปัญหาหรืออคติ เช่น บทบาททางเพศที่เป็นไปตามแบบแผน 

 ผู้เรียน ครู และนักวิจัยไม่ควรยอมรับข้อมูลที่ได้รับจากปัญญาประดิษฐ์รังสรรค์ (Generative AI) โดยไม่ตั้งค าถาม แต่
ควรประเมินอย่างวิพากษ์วิจารณ์เสมอ 

 นักวิจัย ครู และผู้เรียนต้องตระหนักถึงความเสี่ยงที่เสียงของกลุ่มที่มีข้อจ ากัดหรือคนกลุ่มน้อยอาจถูกละเลย เนื่องจาก
ข้อมูลจากคนกลุ่มน้อยมักจะมีน้อยกว่าในชุดข้อมูลที่ใช้ฝึกฝน ท าให้ข้อมูลที่ได้มีข้อผิดพลาดได้ 

 

บทที่ 3 Regulating the use of generative AI in education (การควบคมุการใช้ปัญญาประดิษฐ์รังสรรค์ (GenAI) ในการศกึษา)    
ในบทที่ 3 นี้จะน าเสนอในด้านการควบคุมปญัญาประดิษฐร์ังสรรค์ (Generative AI)   
     3.1 แนวทางการพัฒนาที่มุ่งเน้นมนุษย์เป็นศูนยก์ลาง 

 แนวทางที่มุ่งเน้นมนุษย์เป็นศูนย์กลางในการใช้ AI ซึ่งทาง UNESCO ได้ก าหนดข้อเสนอในปี 2021 โดยเน้นให้การใช้ AI 
ควรจะอยู่ในบริการของการพัฒนาความสามารถของมนุษย์ เพื่อสร้างอนาคตที่ครอบคลุม ยุติธรรม และยั่งยืน แนวทางนี้
ต้องมีหลักสิทธิมนุษยชนเป็นแนวทางในการก ากับดูแล และต้องมีการก ากับดูแลที่สามารถรับประกันความโปร่งใสและ
ความรับผิดชอบต่อสาธารณะได้ 

     3.2 ขั้นตอนในการควบคุมปัญญาประดิษฐ์รังสรรค์ (Generative AI) ในการศึกษา 
 การควบคุม GenAI ต้องเป็นส่วนหนึ่งของยุทธศาสตร์ AI ระดับชาติที่ครอบคลุม การควบคุมต้องครอบคลุมถึงการ

ป้องกันความเสี่ยงทางจริยธรรมและการใช้งานที่ไม่เหมาะสม โดยมีการด าเนินการ 7 ขั้นตอน ได้แก่ การสนับสนุน
กฎระเบียบการปกป้องข้อมูล การพัฒนาและบังคับใช้ยุทธศาสตร์ AI ระดับชาติ การปรับใช้กฎหมายลิขสิทธิ์ การพัฒนา
โครงสร้างการก ากับดูแล GenAI การพัฒนาขีดความสามารถในการใช้ GenAI อย่างเหมาะสม และการทบทวน
ผลกระทบระยะยาวของ GenAI ต่อการศึกษา 
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     3.3 องค์ประกอบส าคัญของกฎระเบียบเกี่ยวกับ GenAI 
 ทุกประเทศต้องมีกฎระเบียบที่เหมาะสมเพื่อให้ GenAI สามารถส่งเสริมการพัฒนาในด้านการศึกษาและบริบทอื่น ๆ 

ข้อเสนอนี้แนะน าให้ด าเนินการกับองค์ประกอบส าคัญ เช่น การประสานงานข้ามภาคส่วน การปรับใช้กฎหมาย 
การประเมินความเสี่ยง การปกป้องข้อมูล และการก าหนดขีดจ ากัดเรื่องอายุในการใช้ GenAI 

     3.4 ข้อพิจารณาในการใช้ GenAI ส าหรับผู้ใช้ในระดับสถาบันและระดับบุคคล 
 ผู้ใช้ในระดับสถาบัน เช่น มหาวิทยาลัย และโรงเรียน ควรมีการตรวจสอบอัลกอริทึม ข้อมูล และผลลัพธ์ที่ GenAI สร้าง

ขึ้นอย่างสม่ าเสมอ และควรมีนโยบายเพื่อป้องกันไม่ให้เกิดผลกระทบที่เป็นอันตรายต่อผู้เรียน ขณะที่ผู้ใช้ในระดับบุคคล 
เช่น ครู นักวิจัย และผู้เรียน ควรตระหนักถึงข้อก าหนดการใช้งาน GenAI และใช้เทคโนโลยีนี้อย่างมีจริยธรรม 

 

บทที่ 4 Towards a policy framework for the use of generative AI in education and research (สูก่รอบนโยบายการใช้ AI 
เชิงสร้างสรรค์ในด้านการศึกษาและการวิจัย)  
ในบทนีจ้ะน าเสนอกรอบแนวคดิทีเ่ป็นนโยบายด้านการศึกษาและวิจยั 
     4.1 ส่งเสริมการรวมตัว ความเท่าเทียมกัน และความหลากหลายทางภาษาและวัฒนธรรม 

o การใช้ปัญญาประดิษฐ์รังสรรค์ (Generative AI) จะต้องถูกพัฒนาด้วยความใส่ใจต่อการรวมตัวและความเท่า
เทียมกัน GenAI จะต้องเข้าถึงได้โดยไม่ค านึงถึงเพศ ชาติพันธุ์ สถานะทางเศรษฐกิจ สถานที่ทางภูมิศาสตร์ 
ฯลฯ เพื่อให้บรรลุเป้าหมาย SDG 4 และควรป้องกันอคติทางเพศ การเลือกปฏิบัติต่อกลุ่มที่ถูกกีดกัน หรือ
ค าพูดแสดงความเกลียดชังที่ฝังอยู่ในข้อมูลหรืออัลกอริทึม 

     4.2 ปกป้องเสรีภาพของมนุษย์ 
o ปัญญาประดิษฐ์รังสรรค์ (Generative AI) ที่มีความซับซ้อนมากขึ้น อาจเสี่ยงต่อการลดทอนเสรีภาพของ

มนุษย์ ซึ่งอาจท าให้ผู้คนพึ่งพา GenAI มากเกินไปและลดทอนพัฒนาการของทักษะทางปัญญา ดังนั้นต้อง
ออกแบบและใช้งาน GenAI อย่างมีสติและรอบคอบ 

     4.3 การตรวจสอบและยนืยนัระบบปัญญาประดิษฐ์รังสรรค์ (Generative AI) ส าหรับการศึกษา 
o ระบบปัญญาประดิษฐ์รังสรรค์ (Generative AI) ต้องถูกตรวจสอบและยืนยันเพื่อให้แน่ใจว่าไม่มีอคติ โดยเฉพาะ

อคติทางเพศ และข้อมูลที่ใช้ฝึกฝนต้องสะท้อนความหลากหลาย เพื่อให้การใช้งาน GenAI ในการศึกษาม ี
ความเหมาะสมและสอดคล้องกับหลักการทางจริยธรรม 

     4.4 การพัฒนาความสามารถทาง AI รวมถึงทักษะที่เกี่ยวข้องกับ GenAI ส าหรับผู้เรียน 
o มีความจ าเป็นที่จะต้องพัฒนาหลักสูตร AI ที่ได้รับการอนุมัติจากรัฐบาล ซึ่งครอบคลุมถึงผลกระทบของ AI  

ต่อชีวิต รวมถึงปัญหาทางจริยธรรม และการท าความเข้าใจอัลกอริทึมและข้อมูลอย่างเหมาะสม รวมถึงทักษะ
ในการใช้เครื่องมือ AI อย่างสร้างสรรค์ 

     4.5 การพัฒนาขีดความสามารถของครูและนักวจิัยในการใช้ GenAI อย่างเหมาะสม 
o ประเทศต่าง ๆ จ าเป็นต้องพัฒนากรอบการท างานหรือโปรแกรมการฝึกฝนเกี่ยวกับ AI ส าหรับครูและนักวิจัย 

เพื่อให้สามารถใช้ GenAI ได้อย่างเหมาะสมและมีประสิทธิภาพ 
     4.6 ส่งเสริมความคิดเห็นที่หลากหลายและการแสดงออกของแนวคิดที่หลากหลาย 

o การใช้ GenAI ควรสนับสนุนให้มีการแสดงความคิดเห็นและการแสดงออกท่ีหลากหลาย รวมถึงการสนับสนุน
ภาษาท้องถิ่นหรือภาษาพื้นเมืองในการฝึกฝนโมเดล AI เพื่อให้ GenAI สามารถตอบสนองและสร้างข้อความ 
ในหลายภาษาได้อย่างเหมาะสม 

     4.7 การทดสอบแบบจ าลองการใช้งานที่เกี่ยวข้องกับท้องถิน่และสร้างฐานหลักฐานสะสม 
o ควรทดสอบและขยายขนาดการใช้งาน AI ในการศึกษาและการวิจัยตามล าดับความส าคัญทางการศึกษา 

และสร้างฐานหลักฐานส าหรับความมีประสิทธิผลของ GenAI ในการสนับสนุนโอกาสการเรียนรู้ที่ครอบคลุม 
     4.8 การทบทวนผลกระทบระยะยาวในลักษณะสหวิทยาการและสหวิชาชีพ 

o ควรมีการร่วมมือกับผู้ให้บริการ AI นักการศึกษา นักวิจัย และผู้แทนของผู้ปกครองและนักเรียนเพื่อวาง
แผนการปรับระบบหลักสูตรและวิธีการประเมินให้สามารถใช้ประโยชน์จาก GenAI ได้อย่างเต็มที่ พร้อมท้ังลด
ความเสี่ยงท่ีอาจเกิดขึ้นในระยะยาว 
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บทที่ 5 Facilitating creative use of GenAI in education and research (การอ านวยความสะดวกในการใช้ปัญญาประดิษฐ์
รังสรรค์ (Generative AI) อย่างสร้างสรรค์ในด้านการศึกษาและการวิจัย)  
ในบทนี้จะกล่าวถึงแนวทางการอ านวยความสะดวกในด้านตา่ง ๆ คอื   
     5.1 Institutional strategies to facilitate responsible and creative use of GenAI กลยุทธ์ระดับสถาบันเพ่ืออ านวย
ความสะดวกในการใช้ GenAI อย่างมีความรับผิดชอบและสร้างสรรค์ 

o สถาบันการศึกษาและวิจัยควรพัฒนากลยุทธ์และกรอบจริยธรรมที่เหมาะสมเพื่อเป็นแนวทางในการใช้ GenAI 
อย่างมีความรับผิดชอบและสร้างสรรค์ ซึ่งอาจท าได้ผ่านกลยุทธ์สี่ประการ ได้แก่ การด าเนินการตามหลัก
จริยธรรมภายในองค์กร การให้ค าแนะน าและการฝึกอบรม การเสริมสร้างความสามารถในการสร้างค าสั่งการ
ใช้งาน (prompt-engineering) และการตรวจจับการลอกเลียนแบบท่ีใช้ GenAI ในการท างานเขียน 

     5.2 A ‘human-centred and pedagogically appropriate interaction’ approach แนวทางการโต้ตอบท่ีเน้น
มนุษย์เป็นศนูย์กลางและเหมาะสมทางการสอน 

o การใช้งาน GenAI ควรมุ่งเน้นท่ีการมีส่วนร่วมของมนุษย์และการโต้ตอบท่ีเหมาะสมตามหลักการทางการสอน 
การใช้งานควรช่วยเพิ่มประสิทธิภาพการเรียนรู้หรือการวิจัย ควบคุมโดยผู้สอนและผู้เรียน และกระตุ้นการมี
ส่วนร่วมอย่างมีปฏิสัมพันธ์ พร้อมทั้งรับผิดชอบต่อความถูกต้องของเนื้อหาท่ีสร้างขึ้นโดย AI 

     5.3 Co-designing the use of GenAI in education and research การออกแบบร่วมการใช้ GenAI ในการศึกษา
และการวิจัย 

o การใช้ GenAI ในการศึกษาและวิจัยควรได้รับการออกแบบร่วมกันโดยครู ผู้เรียน และนักวิจัย โดยไม่ควร
บังคับใช้จากบนลงล่างหรือขับเคลื่อนโดยกระแสการค้า ควรมีการทดสอบและประเมินผลเพื่อพิจารณาความมี
ประสิทธิภาพและผลกระทบระยะยาว ซึ่งกระบวนการออกแบบร่วมนี้ควรรวมถึงการพิจารณาด้านต่าง ๆ เช่น 
ขอบเขตความรู้หรือปัญหาที่เหมาะสม ผลลัพธ์ที่คาดหวัง เครื่องมือ GenAI ที่เหมาะสม ความต้องการของผู้ใช้ 
วิธีการสอนที่จ าเป็น และความเสี่ยงทางจริยธรรม 

5.3.1 Generative AI for research 
                    โมเดล GenAI 
                    มีศักยภาพในการขยายมุมมองของการวางแผนการวิจัยและเพิ่มความหลากหลายในการส ารวจข้อมูลและการ
ทบทวนวรรณกรรม อย่างไรก็ตาม ยังคงต้องมีการวิจัยเพิ่มเติมเพื่อก าหนดขอบเขตของปัญหาการวิจัยและผลลัพธ์ที่คาดหวัง 
รวมถึงการตรวจสอบประสิทธิภาพและความแม่นย า เพื่อให้แน่ใจว่าการใช้ AI จะไม่ลดทอนความส าคัญของมนุษย์ในการท าความ
เข้าใจโลกจริงผ่านการวิจัย หัวข้อนี้สรุปว่า การใช้ GenAI อย่างสร้างสรรค์ในด้านการศึกษาและวิจัยต้องมีการออกแบบอย่าง
รอบคอบเพื่อรับรองความรับผิดชอบ จริยธรรม และประสิทธิภาพในการน าไปใช้ 
 

ตารางที่ 3 Co-designing uses of GenAI for research ในเอกสารได้แสดงถึงแนวทางการออกแบบการใช้งาน GenAI ร่วมกันในบริบทของการวิจัย 
โดยมีเน้ือหาหลักดังนี้: 

ศักยภาพ 
ในการใช้งาน 
(แต่ยังไม่ได้รับ 
การพิสูจน์) 

โดเมน
ความรู้หรือ
ปัญหาที่
เหมาะสม 

ผลลัพธ์ 
ที่คาดหวัง 

เครื่องมือ GenAI ที่
เหมาะสมและข้อ

ได้เปรียบ
เปรียบเทียบ 

ข้อก าหนด
ส าหรับผู้ใช ้

วิธีการสอน
และตัวอยา่ง

ค าสั่งที่
จ าเป็น 

ความเสี่ยงที่อาจ
เกิดขึ้น 

ที่ปรึกษา AI ส าหรับ
การวางแผนวิจยั 

ปัญหาการ
วิจัยที่มี
โครงสร้าง
ชัดเจน 

การพัฒนาและตอบ
ค าถามวิจยั แนะน า
วิธีการที่เหมาะสม 

ตรวจสอบวา่มีเครื่อง 
มือ GenAI ที่เขา้ถึงได้
ในท้องถิ่น เปิดซอร์ส 
และได้รับการทดสอบ
หรือรับรอง 

นักวิจยัต้องมี
ความเข้าใจ
พื้นฐานในหัวข้อ
วิจัย 

ตัวอยา่งค าสั่ง: 
"เขียนค าถาม
วิจัย 10 ข้อ
ส าหรับ 
[หัวขอ้ X]" 

การสร้างข้อมูลที่
ไม่มีอยู่จริงจาก 
GenAI เช่น การ
อ้างอิงงานวิจัยที่
ไม่มีจริง 

เครื่องส ารวจข้อมูล
และผู้ตรวจสอบ
วรรณกรรมโดยใช้ AI 

ปัญหาการ
วิจัยที่ไม่มี
โครงสร้าง
ชัดเจน 

การรวบรวมข้อมูล
อัตโนมัติ การส ารวจ
ข้อมูลและการ
ตรวจสอบ
วรรณกรรม 

ตรวจสอบการเข้าถึง
เครื่องมือ GenAI 
และประโยชน์ต่อการ
ส ารวจข้อมูล 

นักวิจยัต้องมี
ความรู้เกี่ยวกับ
วิธีการวิเคราะห์
ข้อมูล 

การป้องกัน
การสร้าง
ข้อมูลที่ไม่มี
อยู่จริง 

ข้อมูลที่ไม่ถูกต้อง
และความเส่ียง
ทางจริยธรรม 
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     ตารางนี้สรุปถึงวิธีการที่สามารถออกแบบการใช้ GenAI ร่วมกันในการวิจัย เพื่อให้เกิดผลลัพธ์ที่มปีระสิทธิภาพและลดความ
เสี่ยงท่ีอาจเกิดขึ้น 

  5.3.2 Generative AI to facilitate teaching 
         การใช้ GenAI  
         ในการสอนควรออกแบบมาเพื่อเพิ่มความเข้าใจของครูในเรื่องที่สอน และความรู้เกี่ยวกับวิธีการสอน เช่น การร่วม 

ออกแบบแผนการสอนหรือหลักสูตรกับ AI ควรมีการตรวจสอบอย่างละเอียดและมีการก ากับดูแลโดยมนุษย์ 
ตารางที่ 4 Co-designing uses of GenAI to support teachers and teaching 

ศักยภาพในการใชง้าน 
(แต่ยังไม่ได้รับการพิสูจน์) 

โดเมนความรู้
หรือปัญหาที่
เหมาะสม 

ผลลัพธ์ที่
คาดหวัง 

เครื่องมือ 
GenAI ที่

เหมาะสมและ
ข้อได้เปรยีบ
เปรียบเทียบ 

ข้อก าหนด
ส าหรับผู้ใช ้

วิธีการสอนและ
ตัวอย่างค าสัง่ที่

จ าเป็น 

ความเสี่ยงที่
อาจเกิดขึ้น 

ร่วมออกแบบหลกัสูตร 
และบทเรียน 

ความรู้เชิง
แนวคิดและ
กระบวนการใน
หัวข้อการสอน 

ช่วยในการ
ออกแบบ
หลักสูตรและ
บทเรียน การจัด
โครงสร้าง
หลักสูตร 

ตรวจสอบวา่
เครื่องมือ 
GenAI เข้าถึงได้
และเหมาะสม 

ครูต้องเข้าใจ
เนื้อหาที่
ต้องการสอน
และการจัด
หลักสูตร 

ถาม GenAI 
เกี่ยวกบัการ
แนะน า
โครงสร้างและ
ความรู้ที่แท้จริง
ในหัวข้อ 

ความเส่ียงจาก
การส่งเสริมแนว
ทางการสอนที่
เป็นมาตรฐาน
และอาจท าให้
เกิดความไม่เท่า
เทียม 

 

     ตารางนี้สรุปว่า GenAI มีศักยภาพในการสนับสนุนการสอนของครู แต่ต้องมีการตรวจสอบและการออกแบบร่วมกันเพื่อให้
แน่ใจว่าการใช้งาน GenAI จะเป็นไปอย่างมีประสิทธิภาพและปลอดภัยต่อผู้เรียน 
 

5.3.3 Generative AI as a 1:1 coach for the self-paced acquisition of foundational skills 
         GenAI มีศักยภาพที่จะเป็นผู้ฝึกสอนแบบ 1:1 ส าหรับการฝึกทักษะพื้นฐานในแบบที่ผู้เรียนสามารถก าหนด

ความเร็วได้เองโดยหากได้รับการแนะน าจากหลักการทางจริยธรรมและการสอน GenAI สามารถช่วยฝึกฝนทักษะพื้นฐาน เช่น 
การฟัง การออกเสียง และการเขียนภาษาต่างประเทศได้ 

 

ตารางที่ 5 การออกแบบร่วมกันส าหรับการใช้ GenAI เป็นโค้ช 1:1 ส าหรับการฝึกฝนทักษะพื้นฐานดว้ยตนเองในด้านภาษาและศิลปะ 
ศักยภาพใน
การใช้งาน 

(แต่ยังไม่ได้รับ
การพิสูจน์) 

 

โดเมนความรู้
หรือปัญหาที่
เหมาะสม 

 

ผลลัพธ์ที่
คาดหวัง 

เครื่องมือ 
GenAI ที่

เหมาะสมและ
ข้อได้เปรยีบ
เปรียบเทียบ 

ข้อก าหนด
ส าหรับผู้ใช ้

วิธีการสอน
และตัวอยา่ง
ค าสั่งที่จ าเป็น 

 ความเสี่ยงที ่
อาจเกิดขึ้น 

โค้ชทักษะทาง
ภาษาระดับ 1:1 

การเรียนรู้
ภาษา รวมถึง
การฝึกสนทนา 

การฝึกฝน
ทักษะการฟัง 
พูด และเขียน 
โดยมีการตอบ
กลับและการ
แก้ไขจาก AI 

ควรตรวจสอบ
ว่าเครื่องมือ 
GenAI สามารถ
เข้าถึงได้ในพื้นที่
ท้องถิ่นและผ่าน
การทดสอบหรือ
รับรอง 

ผู้เรียนต้องมี
แรงจูงใจในการ
มีส่วนร่วมกับ 
AI และ
ตรวจสอบความ
ถูกต้องของ
ค าแนะน า 

ตัวอยา่งค าสั่ง: 
"สนทนากับฉัน
ในภาษานี้เพือ่
ช่วยพัฒนา
ทักษะการพูด
ของฉัน" 
 

 เนื้อหาที่ไม่
เหมาะสมหรือ
การแสดงอคติ
ทางวัฒนธรรม 
อาจจ ากัดการ
พัฒนาความคิด
สร้างสรรค์ของ
ผู้เรียน 

     ตารางที่ 5 เน้นย้ าถึงศักยภาพของปัญญาประดิษฐ์รังสรรค์ (Generative AI) ในการสนับสนุนการเรียนรู้ทักษะพื้นฐาน แต่ต้อง
มีการออกแบบและการก ากับดูแลอย่างระมัดระวังเพื่อให้การใช้งาน GenAI เป็นไปอย่างมีประสทิธิภาพและปลอดภัยส าหรับผู้เรียน 
 

5.3.4 Generative AI to facilitate inquiry or project-based learning 
        GenAI มีศักยภาพในการช่วยกระตุ้นการคิดขั้นสูงผ่านการออกแบบการเรียนการสอนที่มุ่งเน้นให้ผู้เรียนมีส่วนร่วม 

ในกระบวนการคิดอย่างลึกซึ้งและสร้างสรรค์ เช่น การใช้เป็นคู่สนทนาในบทสนทนาวิชาการหรือเป็นผู้ช่วยวิจัยในการเรียนรู้  
ที่มุ่งเน้นโครงการ 
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ตารางที่ 6 การออกแบบร่วมกันเพื่อใช้ GenAI ในการสนับสนุนการเรียนรู้เชิงส ารวจหรือการเรียนรู้แบบโครงการ 
 

      ตารางนี้น าเสนอแนวทางการออกแบบการใช้งาน (GenAI)  เพื่อส่งเสริมการเรียนรู้เชิงส ารวจหรือการเรียนรู้แบบโครงการ โดยมี 
      ตารางที่ 6 นี้สรุปว่า ปัญญาประดิษฐ์รังสรรค์ (Generative AI) มีศักยภาพในการสนับสนุนการเรียนรู้เชิงส ารวจและการ
เรียนรู้แบบโครงการ แต่ต้องมีการออกแบบและการก ากับดูแลอย่างรอบคอบเพื่อให้แน่ใจว่าการใช้งานจะเป็นไปอย่างมีประสิทธิภาพ
และปลอดภัยส าหรับผู้เรียน  

5.3.5 Generative AI to support learners with special needs 
        GenAI สามารถสนับสนุนผู้เรียนที่มีความต้องการพิเศษได้ โดยช่วยลดช่องว่างการเข้าถึงการเรียนรู้ผ่านการออกแบบ

การใช้งานท่ีปรับให้เหมาะสมกับความต้องการเฉพาะของผู้เรียน 
 

ตารางที่ 7 การออกแบบร่วมกันส าหรับการใช้ GenAI เพื่อสนับสนุนผู้เรียนที่มีความต้องการพิเศษ 
 

     ตารางที่ 7 นี้สรุปแนวทางการใช้ปัญญาประดิษฐ์เชิงสร้างสรรค์ (GenAI) ในการสนับสนุนผู้เรียนที่มีความต้องการพิเศษ 
โดยเนื้อหาหลักมีดังนี้:.นั่นคือครูผู้สอนจะต้องก าหนดผลลัพธ์ทางการเรียนรู้อย่างชัดเจน และเนื่องจากกลุ่มผู้เรียนที่เป็นผู้มีความ
ต้องการพิเศษ ครูผู้สอนจะต้องตระหนักในการน าเอา AI มาประยุกต์ใช้กับกลุ่มผู้เรียนที่มีความต้องการพิเศษนี้ 
 

ศักยภาพในการ
ใช้งาน  

(แต่ยังไม่ได้รับ
การพิสูจน์) 

โดเมนความรู้
หรือปัญหาที่
เหมาะสม 

ผลลัพธ์ที่
คาดหวัง 

เครื่องมือ GenAI 
ที่เหมาะสมและข้อ

ได้เปรียบเปรียบเทียบ 

ข้อก าหนด
ส าหรับผู้ใช ้

วิธีการสอน
และตัวอยา่ง
ค าสั่งที่จ าเป็น 

ความเสี่ยงที่อาจ
เกิดขึ้น 

คู่สนทนาเชิง      
โสเครติส 
(Socratic 
challenger) 

ปัญหาที่ไม่มี
โครงสร้าง
ชัดเจน 
(ill-
structured 
problems) 

กระตุ้นผู้เรียนให้
มีส่วนร่วมในการ
สนทนา น าไปสู่
การค้นพบ
ความรู้ใหม่หรือ
ลึกซึ้งขึ้น 

ประเมินว่าเครื่องมือ 
GenAI เข้าถึงได้ใน
ท้องถิ่น เปิดซอร์ส และ
ผ่านการทดสอบหรอื
รับรอง 

ผู้เรียนต้องมี
ความสามารถใน
การสนทนาอย่าง
อิสระและ
ตรวจสอบความ
ถูกต้องของข้อมูล 

ครูอาจช่วย
จัดท ารายการ
ค าถามที่ลึกซึ้ง
ขึ้นเพื่อให้
ผู้เรียนใช้ 

การตอบกลับที่
คล้ายกันอาจ
จ ากัดการรับ
มุมมองที่
หลากหลายและ
ขัดขวางการ
พัฒนาความคิด
อิสระ 

ที่ปรึกษาการ
เรียนรู้แบบ
โครงการ 
(Project-based 
learning 
advisor) 

ปัญหาวจิัยที่ไม่
มีโครงสร้าง
ชัดเจนใน
วิทยาศาสตร์
หรือ
สังคมศาสตร์ 

สนับสนุนการ
สร้างความรู้ 
ช่วยเหลือผู้เรียน
ในการท าการ
เรียนรู้แบบ
โครงการ 

ประเมินความสามารถ
ของเครื่องมือ GenAI 
และความเหมาะสมใน
การช่วยการเรียนรู ้

ผู้เรียนควรมี
แรงจูงใจและ
ความสามารถใน
การเรียนรู้ด้วย
ตนเอง 

ครูสามารถชี้น า
ผู้เรียนในการ
ขอไอเดีย
เบื้องต้น
ส าหรับการ
ก าหนดปัญหา
วิจัย 

ผู้เรียนที่ไม่มี
ความรู้เพียงพอ
อาจถกูชักจูงด้วย
ข้อมูลที่ผิดพลาด
จากเครื่องมือ 
GenAI 

ศักยภาพ 
ในการใช้งาน 
(แต่ยังไม่ได้รับ
การพิสูจน์) 

โดเมนความรู้
หรือปัญหาที่
เหมาะสม 

ผลลัพธ์ที่คาดหวัง เครื่องมือ GenAI 
ที่เหมาะสมและ
ข้อได้เปรยีบ
เปรียบเทียบ 

ข้อก าหนด
ส าหรับผู้ใช ้

วิธีการสอนและ
ตัวอย่างค าสัง่ที่

จ าเป็น 

ความเสี่ยงที่อาจ
เกิดขึ้น 

การวินิจฉัยปัญหา
การเรียนรู้ผ่าน
การสนทนา 

ผู้เรียนที่มี
ปัญหาทาง
จิตใจ สังคม 
หรืออารมณ์ 

ให้ค าแนะน าที่
เกี่ยวขอ้งเพื่อ
สนับสนุนและ
แก้ปัญหาการเรียนรู ้

ค้นหาเครื่องมือ 
GenAI ที่ได้รบั
การทดสอบและ
รับรองแล้ว เช่น 
แชตบอต AI 

ครูหรือ
ผู้เชี่ยวชาญต้อง
ตรวจสอบความ
ถูกต้องของ
ค าแนะน า 

ควรมสีภาพ 
แวดล้อมที่เหมาะ 
สมเพื่อสนทนาและ
วินิจฉยัปัญหา 

อาจมีการวินิจฉัย
ผิดพลาดและ
น าไปสู่การให้
ค าแนะน าที่ไม่
ถูกต้อง 

เครื่องมือ GenAI 
ส าหรับการเข้าถึง
เนื้อหาส าหรับ
ผู้เรียนที่มีความ
บกพร่อง 

ผู้เรียนที่มีความ
บกพร่อง
ทางการได้ยิน
หรือการ
มองเห็น 

ช่วยให้เข้าถึงเนื้อหา
ได้มากขึ้นและ
ปรับปรุงคุณภาพ
การเรียนรู้ 

ใช้เครื่องมือที่ให้
ค าบรรยายและ
การบรรยายเสียง 
เช่น ตัวสร้างค า
บรรยาย AI 

ครูควรช่วยเหลือ
ในการใช้งาน
เครื่องมือ AI 
และตรวจสอบ
ความเหมาะสม
ของผลลัพธ ์

การสอนวธิีสร้าง
ค าสั่งเสียงหรือ
ข้อความที่
เหมาะสมตาม
ความสามารถ 

ค าบรรยายหรือ
การบรรยายเสียง
ที่สร้างโดย AI 
อาจไม่ถูกต้อง
และท าให้ผู้เรียน
เข้าใจผิด 
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บทท่ี 6 GenAI and the future of education and research (ปัญญาประดิษฐ์รังสรรค์ (Generative AI) และอนาคตของ
การศึกษาและการวิจัย) สามารถสรุปได้ดังนี้  

6.1 Uncharted ethical issues ปัญหาทางจริยธรรมที่ยังไม่ได้รับการส ารวจ 
o การพัฒนาของเครื่องมือ GenAI ที่ซับซ้อนมากขึ้นจะสร้างประเด็นทางจริยธรรมใหม่  ๆ ที่ต้องได้รับการ

พิจารณาในหลายมุมมอง เช่น ความเสมอภาคในการเข้าถึงเทคโนโลยี ผลกระทบต่อการพัฒนาสติปัญญาของ
มนุษย์ การเชื่อมโยงทางจิตวิทยาและสังคม และการกีดกันหรือสร้างอคติที่ซ่อนอยู่ในระบบการศึกษา 

6.2 Copyright and intellectual property ลิขสิทธิ์และทรัพย์สินทางปัญญา 
o การเกิดขึ้นของ GenAI ได้เปลี่ยนแปลงวิธีการสร้าง แจกจ่าย และบริโภคผลงานทางวิทยาศาสตร์ ศิลปะ และ

วรรณกรรม ซึ่งอาจน าไปสู่ปัญหาการละเมิดลิขสิทธิ์และทรัพย์สินทางปัญญา ปัญหานี้มีความซับซ้อนมากขึ้น
เนื่องจากความสามารถของ GenAI ในการผลิตเนื้อหาจ านวนมากโดยไม่สามารถระบุเจ้าของผลงานได้ชัดเจน 

6.3 Sources of content and learning แหล่งที่มาของเนื้อหาและการเรียนรู้ 
o เครื่องมือ GenAI ก าลังเปลี่ยนแปลงวิธีการสร้างและแจกจ่ายเนื้อหาทางการศึกษา อาจท าให้ผู้เรียนหันไป

พึ่งพาเนื้อหาที่สร้างโดย AI ซึ่งไม่ได้รับการตรวจสอบจากมนุษย์มากขึ้น นอกจากนี้ผู้เรียนที่ขาดความรู้พื้นฐาน
อาจถูกชักจูงให้เช่ือในข้อมูลที่ไม่ถูกต้องหรือไม่เหมาะสมได้ 

6.4 Homogenized responses versus diverse and creative output การตอบสนองท่ีเป็นส่วนเดียวกันเทียบ 
                กับผลลัพธ์ที่หลากหลายและสร้างสรรค์ 

o GenAI อาจน าไปสู่การตอบสนองที่เป็นมาตรฐานและขาดความหลากหลายในการสร้างสรรค์ ซึ่งขัดขวางการ
พัฒนาความคิดริเริ่มของผู้เรียนและนักวิจัย 

6.5 Rethinking assessment and learning outcomes การคิดใหม่เกี่ยวกับการประเมินผลและผลการเรียนรู้ 
o การใช้ GenAI ในการศึกษาอาจน าไปสู่การทบทวนใหม่เกี่ยวกับการประเมินผลการเรียนรู้และผลลัพธ์ที่

คาดหวัง โดยจ าเป็นต้องเน้นที่การพัฒนาทักษะการคิดขั้นสูงและการแก้ปัญหาผ่านความร่วมมือระหว่างมนุษย์กับ AI 
6.6 Thinking processes กระบวนการคิด 

o GenAI อาจเปลี่ยนแปลงกระบวนการคิดและการเรียนรู้ โดยเฉพาะอย่างยิ่งเมื่อมนุษย์อาจพึ่งพา AI ในการจัด
โครงสร้างความคิดและการสร้างสรรค์ผลงานมากขึ้น การพัฒนาทักษะการเขียนและการคิดในอนาคตอาจต้อง
มุ่งเน้นไปที่การประเมินและการร่วมมือกับ AI ในการสร้างสรรค์มากขึ้น 
 

ข้อสรุปจากเอกสารต่าง ๆ เราอาจสรุปได้ดังนี้ 
 AI ควรถูกออกแบบเพื่อเสริมสร้างความสามารถทางปัญญาและสังคมของมนุษย์ ไม่ใช่เพื่อลดทอนหรือขัดแย้งกับ

ความสามารถเหล่านั้น การเปลี่ยนแปลงที่เกิดจาก GenAI ในการศึกษาและการวิจัยควรได้รับการตรวจสอบและก ากับ
ดูแลอย่างเข้มงวด โดยใช้แนวทางที่มุ่งเน้นมนุษย์เป็นศูนย์กลาง 
 

     การสรุปนี้เน้นจุดส าคัญของแนวทางที่องค์การยูเนสโกได้จัดท าขึ้นเกี่ยวกับการใช้ปัญญาประดิษฐ์เชิงก าเนิดในการศึกษาและการ
วิจัย โดยเน้นโอกาส ความท้าทาย และข้อเสนอแนะในการบูรณาการ GenAI เข้ากับการปฏิบัติทางการศึกษาอย่างมีความรับผิดชอบ 
     จากประสบการการใช้งานปัญญาประดิษฐ์รังสรรค์ (GenAI) ที่ผ่านมา ตั้งแต่มีการใช้ปัญญาประดิษฐ์รังสรรค์ (GenAI)  
ผู้วิจารณ์เห็นด้วยเป็นอย่างยิ่งตอ่การน าปัญญาประดิษฐ์รงัสรรค์ (GenAI) มาเพื่อใช้ในการจัดการเรียนการสอน และการท างานวิจัย
ด้านการศึกษา และสิ่งที่ส าคัญที่สุดไม่ใช้การน ามาใช้ แต่เป็นการใช้อย่างไรให้ถูกต้อง และตระหนักถึงข้อจ ากัดหรือสิ่งที่จะเกิดขึ้น
จาการใช้ AI ในหนังสือเล่มนี้องค์การยูเนสโก้ได้สะท้อนให้เห็นอย่างชัดเจน การใช้ AI แม้จะง่าย และเกิดประโยชน์สูง แต่ใน 
ขณะเดียวกัน ผู้ใช้ AI จะต้องมีทักษะการคิดวิเคราะห์ ทักษะการบริหารจัดการ และรวมถึงการตรวจสอบยืนยัน การคิด 
ในมุมมองอื่น หรือการคิดแบบอเนกนัย จนเป็นลักษณะนิสัย สิ่งต่าง ๆ เหล่านี้จะเป็นการอยู่ร่วม และใช้งานปัญญาประดิษฐ์
รังสรรค์ (Generative AI) หรือ GenAI ได้อย่างสมดุลกับการท างานและการประยุกต์ใช้ในยุคของ AI 
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