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Abstract

In this study, credit card approval prediction results of 4 classification methods were determined and
tested against real data obtained from two Thai commercial banks, and their prediction efficiencies were
compared. The tested classification methods were the following: 1) k-nearest neighbor method using IBk
algorithm; 2) decision tree method using J48 algorithm; 3) neural network method using multilayer
perceptron algorithm; and 4) support vector machine method using polynomial kernel. The following
performance values were employed: accuracy, true positive rate, true negative rate, precision, recall, F-
Measure, false positive rate, false negative rate, mean absolute error (MAE), and mean square error (MSE).

The important results are as follows. The neural network method showed the best accuracy, true
positive rate, false negative rate, recall, F-Measure, MAE, and MSE at 70.37%, 0.821, 0.179, 0.821, 0.742,
0.3683 and 0.1925 respectively. The decision tree method and k-nearest neighbor method exhibited the best
true negative rate and false positive rate at 0.731 and 0.269 respectively, while the best precision at 0.682
was attained by the decision tree method. Since the neural network method offered the best efficiencies for

7 out of the 10 values, it was considered the best prediction method for credit card approval.

Keywords : classification method; k-nearest neighbor; decision tree; neural network; support vector machine.
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FdnmesannmesuuuTu 0.308 0.464 0.536 0.588

9397 9.13  wuiIBlassdneUsramiley
RN A9RTIANNYNABUTIUIN ANBRTIAIN
AAwanaLdeay AiAnusEanLagAANnaRTiande
70.37%, 0.821, 0.179, 0.821 uay 0.742 MUARU
dnAsununmduliiionisdndulanazitanulndides
fusnniian didnsianugnifeadaunazAdnsiany
AewanaLdanindfignde 0.731 way 0.269 swady
wazFBuunmeuliliiionisandulafideuusiugia
flgnio 0682 fedusnmsfiansanlnenmsmwuinis
TasatheUszamiluszavsnmlunsvinenadiign
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151991 9.14 sansiUSeuiisuyseansamlunisiunenaves

FEnsuunngulunisinsaneuifdasinhions 4 38

msSeuiieu fAueaIRRdeN | AiAuAaIn
Usgansanlunis duysailade ideuhds
Yue (MAE) douady
(MSE)

ABauilnafeariy 0.3895 0.3868

nniign

FRuwunmduldiiie 0.4456 0.2755

msdindula

WlassneUszam 0.3683 0.1925

Wdnwasarnmes 0.3889 0.3889

by

919197 9.14  wuinISlassneUszamilaa
Aanlpdeuduysaliadsnazanunainindeuiideans
\deouiignfio 0.3683 waz 0.1925 MmUY uansing
anuaaaAdouteniian faduitlasstnsuszaind
Uszavsnmlunsyiunenadiign

10. @5UNaN1538
nswSeuiieudsgavsnmlunisiunenavesisnis
Fuunngu 4 38 Tunsiasaneyifdnsasinlinaasy

Ze

i
1. FBlaswhedszam demnugnaes A18nTIAN
9ARBAUTILIN AIBRTIANURANAIATEU AIAUTEAN
MmNana AAmnaaAdeufdideads Lazen
ﬂ’nmawmLﬂﬁauﬁwﬁanQLaﬁaﬁﬁqmﬁa 70.37%, 0.821,
0.179, 0.821, 0.742, 0.3683 Waz 0.1925 AUAIRU

2. 33ununnduliiiionisdndule wazisau
IndiAsafunniigaia1dnsinnugndondaunazan
é’m'lmmﬁmwmmL%qmﬂﬁﬁqmﬁa 0.731 uag 0.269
AIUAIAU

3, FFununmduldiontsindule SAauudugid
flanfie 0.682

losnizlaswedszamiiszansnmlunisvhuie
wadfian 7 Tu 10 M feduitlassdeusyamiduisia
o

11. anUs1uNa
nan1sAnwINIsSsuisuysyansanlunisvinune

Han1seydAvnsasinvessuImIIdyginelaginnsan

I1NAIAUYNABY ANBRTIAMUYNADUTIUIN A1EWT

ANUYNABITIAY AAINULIIUET A1ERTIAURANATA
WeuIn AINITIANNRANAIALTIAU ANANTERN LagAn
ANUENRanUd Blassieussamiussansamluns
vunenafiian ddlvinadenadestiuauitevesiyd
A3naselsay  wazee (3] dhasiFeuiiiou
Uszansamlunisiunenavesisnisdiwunngu oy
Fonl#iBanulndiAsstumnniign Fununmiuliiile
nmssndula Blassnedseam wagisduneinnnees
wiedu laglddayanisnainvedsuin1s deyanns
d159510ld  doyanisiiFinegsenvesiiedildiiniu
nsrdnuzdaiun deyanistesndnseu uasdeya
Tsmuwmuesuiiulessmaniiu Tnsutsdoyady
YAATIFINUY YANAABUANYNADIVBIIUUY LAY
hweduuy ludnsid 70, 20 wag 10 MwEIRU
mnmsisuifieutoyars 5 an FBmssuunnguid
Usgavsamlunisiunenaffigndniudeyanisnaia
y035uIAs Fayanstesninseiu uazdeyalsaiumiu
yosuituiflosriewsiu Inswiouifisuaindianu
gnfies AIANNWINET AIAUTEAN A1ANENA AB
WBlaswglszam
drunisieuiisulssansainlunisviunenanis
auliRunsAsRnvessuIAmsdYdvelaefiatsanaine
mnuAanAdeuduysalindsuazauaanAdeuiids
aodadonuin FlassdieUszamiidanunainiadeu

duysalinfeuaraunaiainiioundsaediadedosiian

v
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Foudeafe deyaniseuiAvasiasAnuedsuinis
widwdlne SlideyadnounareBeuaziuiseglu
nguLAgIiue1aglinaaennresivauifuvealgidl
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12. Yolduauue
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2. \iglnaazuasouaquniternafiudu aasez
¥nsnw138u q Alumedansimiliosdoyalunis
Juunnguinilouiu 1y FBu1dnug (Naive  Bayes
Method) uazlasstrennudevenudidou (Bayesian

Belief Network)
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