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บทคดัย่อ 

ดว้ยเทคโนโลยีดิจิทลัท่ีทนัสมยัเพ่ิมความสะดวกแก่ผูใ้ชง้านในการเผยแพร่ข่าวสารบนส่ือออนไลน์ โดย
ส่วนหน่ึงไดเ้ผยแพร่ข่าวปลอมท่ีมีจ านวนมากซ่ึงเป็นปัญหาท าใหมี้ผูห้ลงเช่ือข่าวปลอมวา่เป็นข่าวจริงและน าไปแชร์
ต่อ ท าให้เกิดปัญหาอ่ืนๆ ต่อเน่ืองตามมา ปัจจุบนัยงัไม่มีเคร่ืองมือท่ีจะช่วยตรวจสอบข่าวปลอมภาษาไทย ท่ีจะช่วย
ชะลอการแพร่กระจายข่าว การตรวจจบัข่าวปลอมแบบอตัโนมติัถือวา่เป็นงานท่ียากและมีความทา้ทายสูง เน่ืองจาก
ข่าวมีความเคล่ือนไหวอยา่งมาก งานวิจยัน้ีเสนอวิธีการตรวจสอบข่าวปลอมภาษาไทยดว้ยเทคนิคปัญหาประดิษฐ์ 
ผูว้ิจยัใชส้ามเทคนิคหลกัในการสร้างแบบจ าลองการตรวจจบัข่าวปลอม ไดแ้ก่ การสืบคน้ขอ้มูลสารสนเทศ การ
ประมวลผลภาษาธรรมชาติ และการเรียนรู้ของเคร่ือง  การสืบคน้ขอ้มูลสารสนเทศเป็นกลไกในการดึงขอ้มูลจาก
เวบ็ไซต์ข่าวออนไลน์และโซเชียลมีเดีย  การประมวลผลภาษาธรรมชาติจะวิเคราะห์ข่าวท่ีไดก้ลบัคืนมาเพ่ือสกดั
ขอ้มูลคุณลกัษณะมีความโดดเด่นเป็นอยา่งดี การเรียนรู้ของเคร่ืองท าการรับขอ้มูลฟีเจอร์และจดัประเภทบทความ
ข่าวออกเป็นสามประเภท ไดแ้ก่ ข่าวจริง ข่าวปลอม และข่าวน่าสงสัย   ในการเตรียมขอ้มูลสอน ผูว้ิจยัใชเ้วบ็ครอว์
เลอร์เพ่ือรวบรวมจดัเกบ็ขอ้มูลจ านวน 53,220 ตวัอยา่ง โดยท าการจดัประเภทไวล่้วงหนา้เป็นข่าวจริง ข่าวปลอม และ
ข่าวน่าสงสัย เพ่ือป้องกนัความโน้มเอียง จ านวนตวัอย่างขอ้มูลในแต่ละกลุ่ม สุ่มเลือกให้มีความสมดุล ผูว้ิจยัใช้
วิธีการสอนแบบจ าลองแบบไขวท้ดสอบขอ้มูล 10  ชุด แบบจ าลองการเรียนรู้ของเคร่ืองท่ีใชใ้นการศึกษา ไดแ้ก่ การ
ถดถอยโลจิสติกส์ เพ่ือนบา้นใกลเ้คียง นาอีฟเบย ์โครงข่ายประสาทเทียมชนิดเพอร์เซ็ปตรอนหลายชั้น ซพัพอร์ต 

Research Article 



The Journal of Applied Science                             Vol. 21 No. 1 [2022]: 244590 
วารสารวทิยาศาสตรป์ระยกุต ์          doi: 10.14416/j.appsci.2022.01.012 

 - 2 - 

 
เวกเตอร์แมชชีน ป่าสุ่ม และโครงข่ายประสาทเทียมชนิดหน่วยความจ าระยะสั้ นแบบยาว  ผลการเปรียบเทียบ
ประสิทธิภาพโดยเฉล่ียดา้นค่าความถูกตอ้ง ค่าความแม่นย  า ค่าการเรียกคืน และค่าถ่วงดุล ของการเรียนรู้ของเคร่ือง
ชนิดต่าง ๆ กลุ่มโมเดลท่ีพบวา่ดีท่ีสุดในงานวิจยัน้ีไดแ้ก่ DT, RF, SVM, LSTM และ MLP ซ่ึงเหมาะส าหรับเป็นการ
เรียนรู้ของเคร่ืองท่ีจะน าไปใชเ้ป็นระบบตรวจข่าวปลอม 
 
ค าส าคัญ: ข่าวปลอม, ปัญญาประดิษฐ์, การสืบคน้สารสนเทศ, การประมวลผลภาษาธรรมชาติ,  การเรียนรู้ของเคร่ือง 
 
Abstract 

With modern digital technology, it is more convenient for users to distribute news on online media. Some 
of them have spread a lot of fake news, which is a problem causing people to believe fake news as real news and 
share it with others.  Currently, there is no tool to detect fake news and interrupt the spread of Thai fake news. 
Detecting fake news automatically is a difficult and challenging task due to the dynamics of the news. This research 
presents a method for detecting fake news in Thai with artificial intelligence techniques based on information 
retrieval, natural language processing, and machine learning.  In preparing the training data, the researchers used 
web crawlers to collect 53,220 samples and pre-categorize them as real, fake, and suspicious news. We balanced 
the number of data samples in each group to avoid biasing. We trained machine learning models based on 10-fold 
cross validation. The machine learning models used in the study were Logistic Regression (LR), K-Nearest 
Neighbor (KNN), Naïve Bayesian (NB), Multilayer Perceptron (MLP), Support Vector Machine (SVM), Random 
Forest (RF) and Short-Term Long-Term Memory (LSTM).  We compared the average performance of different 
types of machine learning based on accuracy, precision, recall, and f-measure. The models found best in this study 
were DT, RF, SVM, LSTM, and MLP, suitable for machine learning a fake news detection system. 
 
Keywords: fake news, artificial intelligence, information retrieval, natural language processing, machine learning 
 
บทน า 
 ดว้ยเทคโนโลยีสารสนเทศหรือดิจิทัลในปัจจุบัน การส่ือสารขอ้มูลสามารถส่งถึงกันได้อย่างรวดเร็ว 
วิวฒันาการของเทคโนโลยีสารสนเทศและการส่ือสารไดเ้พ่ิมจ านวนผูใ้ชอิ้นเทอร์เน็ตอยา่งมากซ่ึงเปล่ียนวิธีการใช้
ขอ้มูลและข่าวสารจากแบบดั้งเดิมเป็นแบบดิจิทลั ท าให้เกิดความสะดวกรวดเร็วทั้งผูเ้สนอข่าวและผูอ้่านข่าว ใน
ความสะดวกสบายของระบบอินเทอร์เน็ตท าให้เกิดข่าวปลอมข้ึนจ านวนมากเช่นกนั ความนิยมของสาธารณชนใน
โซเชียลมีเดีย และเครือข่ายสังคม ท าใหเ้กิดการแพร่กระจายของข่าวปลอม โดยท่ีการบิดเบือน และมุมมองท่ีรุนแรง  
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ข่าวปลอมไดก้ลายเป็นหน่ึงในความกงัวลท่ีส าคญัเน่ืองจากมีศกัยภาพท่ีจะท าใหรั้ฐบาลไม่มัน่คง หรืออาจท าใหเ้ป็น
อนัตรายต่อสังคม ดว้ยส่ือสมยัใหม่ ข่าวปลอมอาจกล่าวไดว้่าเป็นภยัคุกคามท่ีส าคญั ส่งผลให้ความเช่ือมั่นของ
รัฐบาลลดลง กระทบประชาชนในทุก ๆ ดา้น  

การตรวจจบัและลดผลกระทบของข่าวปลอมเป็นหน่ึงในปัญหาพ้ืนฐานของยุคสมยัปัจจุบนัและไดรั้บ
ความสนใจอยา่งกวา้งขวาง ข่าวปลอมเป็นหวัขอ้เก่ียวขอ้งหลายสาขาซ่ึงนกัวชิาการสาขาต่าง ๆ ไดท้  าการศึกษาแง่มุม
ต่าง ๆ ของข่าวปลอม เช่น การเรียนรู้ของเคร่ือง ฐานขอ้มูล วารสารศาสตร์ รัฐศาสตร์ และอ่ืน ๆ อีกมากมาย 
(Lakshmanan et al., 2019) ข่าวปลอมท่ีเผยแพร่อยู่บนอินเทอร์เน็ตมีขอ้มูลในรูปแบบท่ีหลากหลาย เช่น เอกสาร 
วิดีโอ และไฟล์เสียง ข่าวเผยแพร่ออนไลน์ในรูปแบบท่ีไม่มีโครงสร้าง จึงค่อนขา้งยากท่ีจะตรวจจบัและจ าแนก 
เน่ืองจากตอ้งใชค้วามเช่ียวชาญของมนุษยอ์ยา่งเคร่งครัด อยา่งไรก็ตาม เทคนิคการค านวณเชิงปัญญาประดิษฐ์ เช่น 
การประมวลผลภาษาธรรมชาติ (Natural Language Processing: NLP) และการเรียนรู้ของเคร่ือง (Machine Learning: 
ML) สามารถน ามาประยกุตใ์ชต้รวจจบัและจ าแนกขอ้ความหรือบทความท่ีเป็นประเภทหลอกลวงโดยธรรมชาติจาก
บทความท่ีอิงขอ้เท็จจริง (Ahmad et al., 2020) ในช่วงหลายปีท่ีผ่านไดมี้นกัวิจยัเก่ียวกบัปัญญาประดิษฐ์ท่ีน าเสนอ
การตรวจข่าวปลอมจ านวนมาก  

Granik & Mesyura (2017) ใชว้ธีิการง่าย ๆ ส าหรับการตรวจจบัข่าวปลอมโดยใชต้วัแยกประเภทนาอีฟเบย ์
(Naïve Baye) วิธีน้ีใชเ้ป็นระบบซอฟตแ์วร์และทดสอบกบัชุดขอ้มูลของโพสตข์่าวบนเฟซบุ๊ก โดยมีความแม่นย  าใน
การจ าแนกประเภทท่ีประมาณ 74% ในชุดทดสอบ ซ่ึงเป็นผลลพัธ์ท่ีดีเม่ือพิจารณาจากความเรียบง่ายสัมพทัธ์ของ
แบบจ าลอง  อีกทั้ง Shu et al. (2019) ไดศึ้กษาและน าเสนอวิธีการต่าง ๆ เพ่ือจะตรวจสอบคุณสมบติัข่าวปลอมและ
วิธีการแพร่กระจายข่าวทางเครือข่ายสังคมออนไลน์ แนะน าประเภทเครือข่ายยอดนิยม และเสนอวา่เครือข่ายเหล่าน้ี
สามารถใชใ้นการตรวจจบัและบรรเทาข่าวปลอมในส่ือสังคมออนไลน์ได ้ 

ส าหรับเทคนิคใหม่ ๆ Shishah (2021) ใช้เทคนิคตัวแทนเข้ารหัสแบบสองทิศทางจากตัวแปลง 
(Bidirectional Encoder Representations from Transformers: BERT)  การเรียนรู้ร่วมกนัท่ีรวมการจ าแนกคุณสมบติั
เชิงสัมพนัธ์ (Relational Features Classification: RFC) และความสัมพนัธ์ช่ือนิติบุคคล (Name Entity Relation: NER) 
การทดลองกบัชุดขอ้มูลจริงสองชุด พบว่าประสิทธิภาพเป็นท่ีน่าพอใจ โดยวดัดว้ยความถูกตอ้ง (Accuracy) ค่า
ถ่วงดุล (F-Measure) และพ้ืนท่ีใตเ้ส้นโคง้ (Area Under Curve: AUC) เอกลกัษณ์ของกรอบการท างานร่วมกนัท าให้
น ้ าหนักท่ีมีความหมายต่อคุณลกัษณะ ซ่ึงน าไปสู่ประสิทธิภาพท่ีดีข้ึนเม่ือเทียบกบัเทคนิคปัญญาประดิษฐ์อ่ืน ๆ  
นอกจากน้ี Birunda & Devi (2021) ไดเ้สนอการตรวจจบัข่าวปลอมจากแหล่งข่าวหลายแหล่งแบบอตัโนมติั โดยแยก
คุณลกัษณะแบบขอ้ความจากบทความข่าวจริงและข่าวปลอมโดยใชค้่าน ้ าหนกัซ่ึงเป็นความถ่ีค าและความถ่ีเอกสาร
กลบัดา้น (Term Frequency - Inverted Document Frequency: TF-IDF) และใชค้ะแนนความน่าเช่ือถือของแหล่งท่ีมา 
ค  านวณตามคุณลกัษณะไซต์ยูอาร์แอล ร่วมกบัคุณสมบติัแบบขอ้ความกบัคะแนนความน่าเช่ือถือของแหล่งท่ีมา
หลายแหล่ง ความน่าเช่ือถือของข่าวจะถูกประมาณการ กรอบการท างานท่ีเสนอถูกน าไปใชก้บัตวัแยกประเภทการ 
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เรียนรู้ของเคร่ืองเพ่ือตรวจสอบประสิทธิภาพในการตรวจหาข่าวปลอม ผลการทดลองไดป้ระสิทธิภาพของกรอบ
งานท่ีเสนอดว้ยอลักอริธึม Gradient Boosting ประมาณ 99.5% จนถึงระดบัสูงสุด  (Birunda & Devi, 2021)  ในการ
ตรวจจบัข่าวปลอมภาษาอ่ืนๆ ท่ีไม่ใช่ภาษาองักฤษ DongHo Lee et al. (2019) เสนอสถาปัตยกรรมการเรียนรู้เชิงลึก
ส าหรับการตรวจจบัข่าวปลอมท่ีเขียนเป็นภาษาเกาหลี โดยใชส้ถาปัตยกรรมการเรียนรู้เชิงลึก และใชรู้ปแบบการฝัง
ค าท่ีเรียนรู้โดยหน่วยพยางค ์หลงัจากการสอนและทดสอบการใชง้าน ระบบมีความถูกตอ้งท่ีมีความหมายส าหรับ
การจดัประเภทเน้ือหาและความคลาดเคล่ือนของบริบท แต่ความแม่นย  ายงัต ่าส าหรับการจ าแนกประเภทพาดหัวและ
ความคลาดเคล่ือนของเน้ือหา  

ในประเทศไทยเองก็เร่ิมมีงานวิจัยเก่ียวกบัการตรวจจับข่าวปลอมของไทยใช้เทคนิคปัญญาประดิษฐ์ 
Aphiwongsophon & Chongstitvatana (2018) ท าการศึกษาข่าวปลอมภาษาไทยจาก Twitter โดยใชว้ิธีการยอดนิยม
สามวิธีในการทดลอง ไดแ้ก่ นาอีฟเบย ์(Naive Bayes: NB) โครงข่ายประสาท (Neural Network: NN) และซพัพอร์ต
เวกเตอร์แมชชีน (Support Vector Machine:  SVM) การศึกษาพบว่ากระบวนการท าให้ขอ้มูลเป็นมาตรฐานเป็น
ส่ิงจ าเป็นส าหรับการท าความสะอาดขอ้มูลก่อนท่ีจะป้อนขอ้มูลไปสู่แบบจ าลองการเรียนรู้ของเคร่ืองเพื่อจ าแนก
ประเภทขอ้มูล แบบจ าลองท่ีดีท่ีสุดคือ SVM มีความถูกตอ้งถึง 99.90%  ซ่ึงงานวจิยัน้ีเนน้ท่ีขอ้มูล Twitter เท่านั้น ไม่
มีการใชง้านส าหรับการตรวจจบัออนไลน์  นอกจากน้ี Mookdarsanit & Mookdarsanit (2021) เสนอกรอบการเรียนรู้
เชิงลึกส าหรับการตรวจจบัข่าวปลอมของไทยเก่ียวกบัโควิด-19 โดยใชข้อ้ความจากโซเชียล งานวิจยัน้ีไดส้ร้าง
แบบจ าลองการเรียนรู้แบบถ่ายโอน ซ่ึงรวมถึง BERT, Universal Language Model FIne-Tuning (ULMFIT) และ 
Generative Pre-trained Transformer (GPT) นักวิจัยใช้ชุดข้อมูลเปิดข่าวโควิด-19 ท่ีแปลจากภาษาอังกฤษเป็น
ภาษาไทยและเตรียมการสอนแบบจ าลองการเรียนรู้เชิงลึกเก่ียวกบัโควิด-19 เพ่ือปรับแต่งชุดขอ้มูลใหเ้ขา้กบัประเทศ
ไทย โดยนกัวิจยัใชข้อ้มูลเพ่ิมเติมโดยรวบรวมขอ้มูลขอ้ความภาษาไทยจากโซเชียลมีเดียและระบุวา่เป็นประเภทข่าว
ปลอมและข่าวจริง ผลลพัธ์ท่ีดีท่ีสุดจากการทดลองท าให้ประสิทธิภาพความถูกตอ้งดีท่ีสุดถึง 72.93% ไม่มีรายงาน
กรณีการใชง้านจริงส าหรับข่าวปลอมของไทยในการวจิยัน้ี  

ส าหรับงานวจิยัคร้ังน้ีผูว้จิยัเสนอวธีิทางปัญญาประดิษฐส์ าหรับการตรวจข่าวปลอมภาษาไทย วธีิท่ีน าเสนอ
ในงานวิจยัน้ีผูว้ิจยัเสนอกรอบการท างานเพ่ือสร้างระบบตรวจจบัข่าวปลอมออนไลน์ของไทยโดยอตัโนมติั กรอบ
งานท่ีเสนอประกอบดว้ยสามโมดูล ไดแ้ก่ การสืบคน้ขอ้มูลสารสนเทศ การประมวลผลภาษาธรรมชาติ และการ
เรียนรู้ของเคร่ือง งานวจิยัน้ีมีวตัถุประสงคห์ลกั คือ 1) น าเสนอกรอบการตรวจข่าวปลอมดว้ยเทคนิคปัญญาประดิษฐ์ 
2) น าเสนอลกัษณะเด่นจากการวิเคราะห์ภาษาธรรมชาติ 3) น าเสนอแบบจ าลองการเรียนรู้ของเคร่ืองส าหรับการ
ตรวจจบัข่าวปลอมภาษาไทย และ 4) พฒันาเวบ็แอปพลิเคชนัตรวจข่าวปลอมภาษาไทย 
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วรรณกรรมทีเ่กีย่วข้อง 
 หลายปีท่ีผา่นมามีนกัวิจยัน าเสนอการตรวจข่าวปลอมดว้ยเทคนิคดา้นปัญญาประดิษฐ์มากมายหลายกลุ่ม
ดว้ยกนั โดยส่วนมากใชเ้ทคนิคท่ีเก่ียวขอ้งกบัปัญญาประดิษฐ์ส่วนมากอยูใ่นระดบัการประยุกต์ใชก้ารเรียนรู้ของ
เคร่ือง ซ่ึงเป็นการสอนขอ้มูลให้เคร่ืองรู้จ ารูปแบบของข่าว ในการท่ีจะสอนขอ้มูลขอ้ความข่าวใหเ้คร่ืองรู้จ านั้นตอ้ง
ใชศ้าสตร์ท่ีเก่ียวขอ้งหลกั ๆ คือการประมวลผลภาษาธรรมชาติ (Natural Language Processing: NLP) (Ayoub et al., 
2021) ซ่ึงเป็นปัญญาประดิษฐ์ (Artificial Intelligence: AI) ท่ีเก่ียวขอ้งกบัการให้คอมพิวเตอร์สามารถเขา้ใจขอ้ความ
และค าพูดในลกัษณะเดียวกบัท่ีมนุษยส์ามารถท าได ้ เป็นกระบวนการวิเคราะห์ขอ้มูลประเภทขอ้ความซ่ึงเป็นภาษา
ท่ีมนุษยใ์ชก้นัแบบธรรมชาติ  กระบวนการท่ีส าคญัในการประมวลผลภาษาธรรมชาติ คือการท าเหมืองขอ้ความ 
(Text Mining) Vijayarani & Janani (2016) ซ่ึงเป็นการขุดขอ้ความระบุขอ้เท็จจริง ความสัมพนัธ์ และค ายืนยนัท่ีจะ
ถูกฝังอยูใ่นมวลของขอ้มูลขนาดใหญ่ท่ีเป็นขอ้ความ เม่ือดึงออกมาแลว้ขอ้มูลน้ีจะถูกแปลงเป็นรูปแบบท่ีมีโครงสร้าง
ท่ีสามารถน าไปวิเคราะห์เพ่ิมเติม  การท าเหมืองขอ้ความใชว้ิธีการท่ีหลากหลายในการประมวลผลขอ้ความ ซ่ึงเป็น
หน่ึงในวิธีท่ีส าคญัท่ีสุด  ขั้นตอนการท าเหมืองขอ้ความ มีขั้นตอนพ้ืนฐานท่ีเก่ียวขอ้งในการเตรียมเอกสารขอ้ความท่ี
ไม่มีโครงสร้างส าหรับการวิเคราะห์เชิงลึก ไดแ้ก่  1. การเตรียมขอ้มูลขอ้ความ (Text Pre-processing) 2. การแปลง
ขอ้ความ (Text Transformation) 3. การเลือกลกัษณะเด่น (Feature Selection) 4. การสร้างแบบจ าลองการเรียนรู้ของ
เคร่ือง (Machine Learning Modeling) 5. การประเมิน (Evaluation) และ 6. การน าไปประยกุตใ์ช ้(Deployment) 
 ขบวนการส าคญัอีกประการหน่ึงในการเตรียมขอ้มูลส าหรับการประมวลผลภาษาธรรมชาติคือการเก็บ
รวบรวมขอ้มูล แหล่งขอ้มูลมีมากมายหลายแหล่ง ทั้งท่ีเป็นขอ้มูลท่ีจดัเกบ็ในองคแ์บบในรูปแบบไฟลอิ์เลก็ทรอนิกส์
ชนิดต่าง ๆ ขอ้มูลท่ีจดัเกบ็ในฐานขอ้มูลแบบมีโครงสร้างและแบบไม่มีโครงสร้าง ขอ้มูลท่ีอยูบ่นเวบ็ไซตท์ัว่ไปและ
บนส่ือสังคมออนไลน์ วิธีการสืบคน้สารสนเทศ (Information Retrieval: IR) (Krallinger et al., 2017) เป็นเทคนิควิธี
ส าหรับการสืบคน้ขอ้มูล ซ่ึงสามารถน ามาประยุกต์ใชใ้นการเก็บรวมรวมขอ้มูล ส าหรับขอ้มูลท่ีอยู่บนเวบ็ทัว่ไป
เทคนิคการสืบคน้จะเป็นการใช้เวบ็ครอวเ์ลอร์คน้หาขอ้มูลและสกดัขอ้มูลเฉพาะท่ีตอ้งใชง้าน ในกรณีการสร้าง
ระบบตรวจสอบข่าวปลอม การคน้คืนสารสนเทศจะเป็นการสืบคน้ข่าวท่ีเก่ียวขอ้งกบัข่าวสืบคน้ และเวบ็ครอวเ์ลอร์
จะไปสืบคน้และรับขอ้ความข่าวท่ีมีความคลา้ยกลบัข่าวสืบคน้ รวมทั้งขอ้มูลเมตาท่ีเก่ียวขอ้งกบัแหล่งข่าวเพ่ือใชใ้น
การจ าแนกชนิดข่าว ข่าวสืบคน้ท่ีไดรั้บกลบัมาจะถูกส่งต่อไปยงัการประมวลผลภาษาธรรมชาติ เพ่ือสกดัลกัษณะเด่น
ของข่าวก่อนส่งต่อไปยงัการเรียนรู้ของเคร่ืองในขั้นตอนถดัไป 
 การเรียนรู้ของเคร่ือง (Machine Learning: ML)  (Gori, 2018) เป็นเซตย่อยของปัญญาประดิษฐ์ ท่ี มี
ความสามารถในการเรียนรู้ขอ้มูลสอนท่ีจดัเตรียมไวล่้วงหนา้ การเรียนรู้ของเคร่ืองแบ่งตามชนิดการสอนไดห้ลาย
กลุ่มหลัก ๆ ได้แก่ การเรียนรู้แบบมีผูส้อน (Supervised Learning) การเรียนรู้แบบไม่มีผูส้อน (Unsupervised 
Learning) การเรียนรู้แบบก่ึงมีผูส้อน (Semi-supervised Learning) และการเรียนรู้แบบเสริมแรง (Reinforcement 
Learning) ส าหรับการเรียนรู้แบบมีผูส้อนยงัสามารถแบ่งการท างานไดอี้กสองแบบ ไดแ้ก่ การถดถอย (Regression)  
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และการจ าแนกประเภทหรือกลุ่ม (Classification) ส าหรับการสร้างแบบจ าลองตรวจข่าวปลอมจะอยู่ในกลุ่มการ
จ าแนกประเภทซ่ึงมีอยูม่ากมายหลายเทคนิค ในท่ีน้ีจะขอกล่าวถึงดงัต่อไปน้ี  การถดถอยโลจิสติกส์ เทคนิคเพื่อน
บา้นใกลเ้คียง โครงข่ายประสาทเทียมชนิดเพอร์เซ็ปตรอนหลายชั้น ซัพพอร์ตเวกเตอร์แมชชีน นาอีฟเบย ์ตน้ไม้
ตดัสินใจ ป่าสุ่ม และโครงข่ายประสาทเทียมชนิดความจ าระยะสั้นแบบยาว  

การถดถอยโลจิสติกส์ (Logistics Regression: LR) (Kleinbaum & Klein, 2010) การถดถอยโลจิสติกส์เป็น
แบบจ าลองทางสถิติท่ีในรูปแบบพ้ืนฐานใชฟั้งก์ชนัโลจิสติกส์เพ่ือสร้างแบบจ าลองตวัแปรตามแบบไบนารี  การ
ถดถอยโลจิสติกส์เป็นการประมาณค่าพารามิเตอร์ของแบบจ าลองโลจิสติกส์  การถดถอยโลจิสติกส์สามารถ
น าไปใชก้ารวเิคราะห์เชิงคาดการณ์ตวัแปรแบบไบนารี ใชเ้พ่ืออธิบายขอ้มูลและอธิบายความสัมพนัธ์ระหวา่งตวัแปร
อิสระอยา่งนอ้ยหน่ึงตวัแปรกบัตวัแปรตามท่ีเป็นค่าเอาตพ์ุตซ่ึงมีค่าเป็นไปไดส้องค่าคือ “0” และ “1”   ตวัแปรอิสระ
หรืออินพตุซ่ึงอาจจะเป็นค่าระดบั ค่าล  าดบั ค่าเป็นช่วง อตัราส่วน ไบนารี หรือค่าต่อเน่ือง อยา่งนอ้ยหน่ึงตวัแปร  ใน
การตดัสินท่ีเอาตพ์ุตเป็นการรวมกนัแบบเชิงเส้นของตวัแปรอิสระ ฟังกช์นัแบบโลจิสติกส์ใชแ้ปลงการรวมกนัแบบ
เชิงเส้นของอินพตุเป็นความน่าจะเป็นซ่ึงเป็นระหวา่ง 0 ถึง 1 ท่ีสอดคลอ้งกบัค่าเป้าหมายสองกลุ่ม “0” หรือ “1”   

วิธีการเพื่อนบา้นใกลเ้คียง  (K-Nearest Neighbor: KNN) (Guo et al., 2003) เป็นการเรียนรู้ของเคร่ืองแบบ
มีผูส้อน และเป็นวิธีการท่ีไดรั้บความนิยมในการใชง้านอย่างมาก เน่ืองจากความง่ายในการประยุกต์ใชง้านแต่มี
ประสิทธิภาพสูง และสามารถน าไปประยกุตใ์ชก้บังานไดอ้ยา่งหลากหลาย โดยเฉพาะอยา่งยิง่ดา้นการจ าแนกขอ้มูล 
ขั้นตอนการท างานของวิธีการเพ่ือนบา้นใกลเ้คียง ไดแ้ก่ 1. เก็บขอ้มูลชุดสอนเป็นแบบจ าลอง  2. ก าหนดค่า K เป็น
จ านวนสมาชิกเพื่อนบา้นใกลเ้คียง 3. ค  านวณหาระยะห่างระหว่างจุดดว้ยวิธีต่าง ๆ อาจจะใช ้Euclidian Distance, 
Cosine Distance  หรือวิธีอ่ืน ๆ  เป็นการวดัค่าระยะห่างระหว่างข้อมูลทดสอบกับข้อมูลชุดสอน 4. เรียงล าดับ
ระยะห่างระหว่างขอ้มูลทดสอบและขอ้มูลสอน โดยพิจารณาจากขอ้มูลจ านวน K เรคคอร์ดท่ีใกลท่ี้สุด และ 5. 
ตดัสินใจโดยการโหวตผลลพัธ์จากค่าเป้าหมายของขอ้มูลชุดสอนท่ีอยูใ่กลชุ้ดทดสอบท่ีสุดจาก K เรคคอร์ด  

โครงข่ายประสาทเทียมชนิดเพอร์เซ็ปตรอนหลายชั้น (Multilayer Perceptron: MLP) (Hagan et al., 2014) 
มีพ้ืนฐานมาจากการจ าลองการท างานของสมองมนุษย  ์ด้วยโปรแกรมคอมพิวเตอร์  จุดมุ่งหมายของโครงข่าย
ประสาทเทียมคือตอ้งการใหค้อมพิวเตอร์มีความชาญฉลาดในการเรียนรู้เหมือนท่ีมนุษยมี์การเรียนรู้  สามารถฝึกฝน
ได  ้และสามารถน าความรู้และทกัษะ รวมทั้ งสามารถน าไปประยุกต์ใช้ไดดี้กบัปัญหาดา้นการจ าแนกกลุ่ม การ
ถดถอย และการจดักลุ่ม เทคนิคน้ีมกัถูกเรียกว่า “Black Box” เน่ืองจากการท างานมีความ ซับซ้อนมากกว่าเทคนิค
อ่ืนๆ ค่อนขา้งมาก มีการน ามาประยกุตใ์ชใ้นงานดา้นต่าง ๆ ขอ้ดีของการจ าแนกกลุ่มดว้ยวิธีโครงข่ายประสาทเทียม 
ไดแ้ก่ ความมีประสิทธิภาพในการพยากรณ์ขอ้มูลสูง และรองรับการจ าแนกขอ้มูลไดท้ั้งขอ้มูลท่ีเป็นลกัษณะตวัเลข
ต่อเน่ือง ขอ้จ ากดัของการจ าแนกกลุ่มดว้ยแบบจ าลองโครงข่ายประสาทเทียม ไดแ้ก่ 1) บางคร้ังอาจเกิดเหตุการณ์
เรียนรู้ขอ้มูลสอนมากเกินไปท าให้ แบบจ าลองเรียนรู้ไดผ้ลลพัธ์ท่ีดีเฉพาะในขอ้มูลสอน แต่กลบัมีประสิทธิภาพ          
ไม่ดีเม่ือน ามาใชก้บัขอ้มูลในสภาพแวดลอ้มจริง 2) กระบวนการท างานของแบบจ าลองเป็นแบบ Black block จึงไม่ 
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สามารถทราบเหตุผลการตดัสินใจของแบบจ าลอง 3) ใชเ้วลาในการเรียนรู้นานและใชห้น่วยความจ ามาก หากขอ้มูล
มีขนาดใหญ่ และ 4) ไม่คงทนต่อขอ้มูลรบกวนและขอ้มูลแปลกปลอม 

ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machine: SVM) (Cortes & Vapnik, 1995) เป็นเคร่ืองมือ
ส าหรับการเรียนรู้แบบใหม่บนพ้ืนฐานของการเรียนรู้ทฤษฎีทางสถิติ มีประโยชน์อยา่งมากในการน าไปใชจ้ าแนก
ขอ้มูลขอ้มูลหรือการรู้จ ารูปแบบของขอ้มูลโดยวิธี SVM ไดมี้งานวิจยัหลายงานท่ีน าวิธีการดงักล่าวไปประยุกต์ใช ้ 
SVM มีแนวคิดของทฤษฎีดงัน้ี 1) การลดความเส่ียงเชิงโครงสร้างให้ต ่าท่ีสุด เป็นแนวคิดท่ีแสดงถึงขอบเขตของ
ความเส่ียงหรือความน่าจะเป็นท่ีจะเกิดความผิดพลาดของการเรียนรู้ มีประโยชน์ส าหรับการน ามาใชใ้นกระบวนการ
เรียนรู้เพ่ือหาฟังกช์นัในการตดัสินใจเพ่ือใหเ้กิดความผิดพลาดนอ้ยท่ีสุด  2) ปริภูมิแสดงลกัษณะส าคญักบัส่วนของ
เคอร์เนลฟังกช์นั ท่ีจะท าการแมปขอ้มูลจากปริภูมิน าเขา้ไปสู่ปริภูมิแสดงลกัษณะท่ีส าคญั เพื่อประโยชน์ในการสร้าง
ฟังก์ชนัส าหรับการตดัสินใจท่ีมีลกัษณะไม่เป็นไปในรูปแบบเชิงเส้นกบัขอ้มูลในปริภูมิน าเขา้ ท าให้การแบ่งกลุ่ม
ขอ้มูลมีความยืดหยุ่นมากข้ึน และ 3) ระนาบหลายมิติท่ีใชแ้ยกขอ้มูลไดดี้ท่ีสุด เป็นแนวคิดหลกัของเทคนิค  SVM 
เพ่ือท าการหาระนาบท่ีมีระยะห่างจากขอ้มูลท่ีท าการแบ่งให้มากท่ีสุด ส าหรับการแบ่งกลุ่มขอ้มูลสองกลุ่มออกจาก
กนั งานวจิยัทัว่ไปพบวา่ SVM มีขอ้ดีดา้นความคงทนต่อขอ้มูลรบกวน  

นาอีฟเบย ์(Naïve Bayesian: NB) (Yager, 2006) เป็นตวัแยกประเภทในกลุ่มความน่าจะเป็น ประยุกต์ใช้
ทฤษฎีของเบย์ (Baye’s Theorem)  NB มีสมมติฐานความเป็นอิสระท่ีระหว่างตัวแปรต่าง ๆ  นาอีฟเบย์ได้รับ
การศึกษาอยา่งกวา้งขวางตั้งแต่ทศวรรษ 1960 ยงัคงเป็นวิธีท่ีนิยมถึงปัจจุบนั ส าหรับการจดัหมวดหมู่ขอ้ความ การ
จ าแนกเอกสาร เช่น การจ าแนกอีเมล กฎหมาย กีฬา และการเมือง เป็นตน้ โดยนาอีฟเบยจ์ะใชข้อ้มูลสอนท่ีเป็นค า
จากขอ้ความแปลงเป็นค่าคุณลกัษณะท่ีถูกประมวลผลไวล่้วงหนา้ ดว้ยความไม่ซบัซอ้นของนาอีฟเบย ์จึงไดรั้บความ
สนใจถูกน าไปใชใ้นแอปพลิเคชนัมากมาย นาอีฟเบยส์ามารถปรับขนาดของงานขนาดใหญ่ โดยตอ้งการพารามิเตอร์
จ านวนหน่ึงเป็นเชิงเส้นในจ านวนตวัแปรอินพุตและเอาตพ์ุต นาอีฟเบยเ์ป็นเทคนิคท่ีนิยมใชเ้ปรียบเทียบกบัเทคนิค
อ่ืน ๆ ถือเป็นบรรทดัฐาน 

วิธีตน้ไมต้ดัสินใจ (Decision Tree: DT) (Myles et al., 2004) มีลกัษณะโครงสร้างแบบตน้ไมห้ัวกลบั เป็น
การน าขอ้มูลมาสร้างแบบจ าลองการพยากรณ์ในรูปของตน้ไมต้ดัสินใจ โดยมีการใชแ้อททริบิวตข์องขอ้มูลก าหนด
เป็นโหนดต่าง ๆ และก่ิงกา้นของตน้ไมเ้ป็นค่าของขอ้มูลในแต่ละแอททริบิวต ์ตน้ไมต้ดัสินใจเร่ิมตน้ดว้ยโหนดราก 
แยกขอ้มูลตามเง่ือนไขไปตามก่ิงกา้น เช่ือมต่อกบัโหนดระหวา่งกลาง และแยกขอ้มูลตามก่ิงกา้นตามเง่ือนไขต่อไป
เร่ือย ๆ ไปส้ินสุดท่ีโหนดใบซ่ึงเป็นโหนดตดัสินใจ ซ่ึงตน้ไมต้ดัสินใจนั้นท างานแบบเรียนรู้แบบมีผูส้อน สามารถ
ประยกุตใ์ชใ้นการจ าแนกประเภทได ้จากกลุ่มตวัอยา่งของขอ้มูลท่ีไดก้  าหนดไดก่้อนล่วงหนา้ซ่ึงใชเ้ป็นขอ้มูลสอน 
และสามารถพยากรณ์กลุ่มของรายการท่ียงัไม่เคยพบมาก่อนได ้ ตน้ไมต้ดัสินใจเป็นแบบจ าลองท่ีโครงสร้างไม่
ซับซ้อน สร้างไดง่้าย และตีความเป็นกฎการตดัสินใจได ้จึงเป็นท่ีนิยมใช้ในกระบวนการท าเหมืองขอ้มูลและ
น าไปใชใ้นการตดัสินใจ 
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ป่าสุ่ม (Random Forest: RF) (Svetnik et al., 2003) หรือป่าตัดสินใจสุ่ม (Random Decision Forest) เป็น

วิธีการเรียนรู้ทั้ งมวล (Ensemble Learning) ถูกน าไปใช้ส าหรับการจ าแนกประเภท การถดถอย และงานอ่ืน ๆ 
มากมาย  การสร้างแบบจ าลองป่าสุ่มเป็นการสร้างตน้ไมก้ารตดัสินใจจ านวนมากจากขอ้มูลสอน โดยมีแนวคิดวา่การ
ช่วยกนัคิดตดัสินใจมีโอกาสลดขอ้ผิดพลาดได ้ ในการจ าแนกประเภทผลลพัธ์ในการตดัสินใจของป่าสุ่มไดจ้าก
ประเภทจากการตดัสินใจโดยตน้ไมส่้วนใหญ่ ส าหรับงานการถดถอยใชค้่าเฉล่ียหรือการคาดการณ์ของตน้ไมแ้ต่ละ
ตน้ในการใหค้  าตอบตดัสินใจ  โดยทัว่ไปแลว้ป่าสุ่มจะมีประสิทธิภาพดีกวา่ตน้ไมต้ดัสินใจเด่ียว  โดยลกัษณะขอ้มูล
อาจส่งผลต่อประสิทธิภาพการท างานไดด้ว้ย  

โครงข่ายประสาทเทียมแบบความจ าระยะสั้ นระยะยาว (Long Short-Term  Memory Neural Network: 
LSTM) (Hochreiter & Schmidhuber, 1997) เป็นการเรียนรู้เชิงลึกกลุ่มเดียวกบัโครงข่ายประสาทเทียมแบบวนซ ้ า 
(RNN)  LSTM มีการยอ้นกลับของข้อมูล จึงท าให้ไม่เพียงแต่สามารถประมวลผลข้อมูลเดียวแต่ยงัสามารถ
ประมวลผลขอ้มูลแบบล าดบัไดเ้ป็นอยา่งดี LSTM สามารถใชไ้ดก้บังานต่าง ๆ เช่น การจ าแนกความรู้สึกจากเอกสาร 
การรู้จ าลายมือท่ีเช่ือมต่อ การรู้จ าเสียงพูด และการตรวจจบัความผิดปกติของขอ้มูลเครือข่าย  นิวรอนของ LSTM 
ทัว่ไปเรียกวา่เซลล ์ประกอบดว้ยประตูเขา้ ประตูส่งออก และประตูลืม เซลลจ์ะจดจ าค่าในช่วงเวลาต่าง ๆ และประตู
ทั้งสามจะควบคุมการไหลของขอ้มูลเขา้และออกจากเซลล ์ LSTM เหมาะสมอยา่งยิ่งกบัการจ าแนกการประมวลผล
และการท านายตามขอ้มูลอนุกรมเวลา เน่ืองจากอาจมีช่วงเวลาท่ีไม่ทราบระยะเวลาระหว่างเหตุการณ์ส าคญัใน
อนุกรมเวลา LSTM ถูกการพฒันาข้ึนเพ่ือแกปั้ญหาการลู่สู่ค่าอนันต์ และการลู่เขา้สู่ศูนยข์องค่าความลาดชันค่า
ผดิพลาดท่ีพบในขณะสอนของ RNN แบบเดิม  
 
การด าเนินงานวิจัย 
 การด าเนินงานวิจยั ประกอบดว้ย 4 ขั้นตอนหลกั ไดแ้ก่ 1) การออกแบบกรอบการตรวจข่าวปลอมดว้ย
เทคนิคปัญญาประดิษฐ์ 2) การน าเสนอลกัษณะเด่นจากการวิเคราะห์ภาษาธรรมชาติ 3) การสร้างแบบจ าลองการ
เรียนรู้ของเคร่ืองส าหรับการตรวจจบัข่าวปลอมภาษาไทย และ 4) การพฒันาเวบ็แอปพลิเคชนัตรวจข่าวปลอม
ภาษาไทย  
 เน้ือหาข่าวปลอมเกิดข้ึนจากมีผูท่ี้ตั้งใหใ้หมี้ความหมายเปล่ียนไปจากขอ้มูลเดิมโดยมีวตัถุประสงคแ์ตกต่าง
กนัไป ข่าวปลอมจึงเป็นขอ้มูลท่ีกวา้งและมีความเป็นพลวตัสูง ท าให้ยากต่อการสร้างการเรียนรู้ของเคร่ืองให้เป็น
ระบบตรวจจบัข่าวปลอมท่ีสามารถเรียนรู้ตามเน้ือท่ีเปล่ียนไป อยา่งไรกต็ามมีความเป็นไปไดท่ี้จะสร้างระบบตรวจ
ข่าวปลอมมีประสิทธิภาพสูง จากการศึกษาพบวา่ผูผ้ลิตข่าวนิยมเผยแพร่ข่าวออนไลน์เพ่ือผูค้นสามารถเขา้ถึงข่าวได้
อย่างรวดเร็วผ่านอินเทอร์เน็ตจากทุกท่ี อีกทั้ งส่ือสังคมออนไลน์ได้เก็บทั้ งข่าวจริงและข่าวปลอมบนคลาวด์
เซิร์ฟเวอร์ มีผูอ้่านข่าวไดแ้สดงความคิดเห็นในเวบ็ไซตข์่าวและแชร์บนโซเชียลมีเดียจ านวนมาก จึงเป็นแหล่งขอ้มูล
ท่ีส าคญัในการตรวจข่าวไดแ้บบอตัโนมติัและมีประสิทธิภาพสูงได ้
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ในงานวิจยัน้ีผูว้ิจยัเสนอกรอบงานการตรวจจบัข่าวปลอมดว้ยการเรียนรู้ดว้ยเทคนิคปัญญาประดิษฐ์ ดงัรูป

ท่ี 1 โดยกรอบงานตรวจสอบข่าวปลอมท่ีน าเสนอ แบ่งเป็นสองขั้นตอน คือ ขั้นตอนการตรียมขอ้มูลและการสอน
แบบจ าลองการเรียนรู้ของเคร่ือง และขั้นตอนการพยากรณ์ข่าวดว้ยการเรียนรู้ของเคร่ือง ทั้งสองขั้นตอนมีความ
เก่ียวขอ้งกบัโมดูลสามโมดูลหลกั ไดแ้ก่ การคน้คืนสารสนเทศ (IR)  การประมวลผลภาษาธรรมชาติ (NLP) และการ
เรียนรู้ของเคร่ือง (ML)  โมดูล IR ดึงขอ้มูลข่าวสารจากอินเทอร์เน็ตตามข่าวสืบคน้ท่ีป้อนโดยผูใ้ช ้ผลลพัธ์จากการ
คน้เป็นเน้ือหาข่าวท่ีเก่ียวขอ้งจากแหล่งข่าวออนไลน์มากมาย  โมดูล NLP จะวิเคราะห์เอกสารท่ีไดรั้บกลบัคืนมา 
โดยด าเนินการตดัค า ขจัดค าท่ีไม่ตอ้งการ และสกดัคุณลกัษณะข่าว   โมดูล ML แบ่งประเภทข่าวออกเป็นสาม
ประเภท ไดแ้ก่ ข่าวจริง ข่าวปลอม และข่าวน่าสงสัย และในส่วนของ “การแสดงขอ้มูลข่าวท่ีเก่ียวขอ้งกบัข่าว
สืบคน้”  รูปท่ี 1 แสดงกรอบการตรวจข่าวปลอมดว้ยเทคนิคปัญญาประดิษฐ ์

 
รูปที ่1 กรอบการตรวจข่าวปลอมดว้ยเทคนิคปัญญาประดิษฐ์ 

 

 
รูปที ่2 ตวัอยา่งค าท่ีมกัปรากฏในข่าวจริงท่ีแตกต่างจากค าในข่าวปลอม 

 

- ตดัค  า
- ขจดัค าท่ีไม่ตอ้งการ
- สกดัค าส าคญั

สกดัขอ้มูลท่ี
เป็นลกัษณะเด่น
ของ

สอนโมเดลการ
เรียนรู้ของ
เคร่ือง

- ตดัค  า
- ขจดัค าท่ีไม่ตอ้งการ
- สกดัค าส าคญั

สกดัขอ้มูลท่ี
เป็นลกัษณะเด่น
ของข่าว

ใชโ้มเดลการ
เรียนรู้ของ

เคร่ืองท่ีสอนไว้

เวบ็ครอเลอร์

แสดงประเภท
ข่าวจริง ข่าว

ปลอม หรือข่าว
น่าสงสัย

ขั นตอนการตรียมข้อมูล ละการสอน มเดลการเรียนรู้ของเคร ่อง

ขั นตอนการพยากรณ์ข่าวด้วยการเรียนรู้ของเคร ่อง

การค้นค นสารสนเทศ ละการประมวล ลภาษา รรม าติ

Big Data 

เวบ็ครอเลอร์
ข่าวออนไลน์
ข่าวออนไลน์
ข่าวออนไลน์
ข่าวออนไลน์

ข่าวสืบคน้

การค้นค นสารสนเทศ ละการประมวล ลภาษา รรม าติ

'ข่าวไม่ปลอม', 'ข่าวจริง', 'ข่าวไม่เทจ็', 'ข่าวไม่บิดเบือน', 'ไม่ปลอม', 'เป็นข่าวจริง', 'เป็นเร่ืองจริง', 'ไม่เทจ็', 'ไม่
บิดเบือน', 'เร่ืองจริง', 'ขอ้ความจริง', 'ขอ้มูลจริง', 'เป็นขอ้มูลจริง', 'ขอ้มูลถูก', 'แชร์ต่อได'้, 'เป็นความจริง', 'มีมูล' 
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รูปที ่3 ตวัอยา่งค าท่ีมกัปรากฏในข่าวปลอมท่ีแตกต่างจากค าในข่าวจริง 
 

ผูว้จิยัท าการเกบ็ขอ้มูลดว้ยวธีิการคน้คืนสารสนเทศดว้ยเวบ็ครอวเ์ลอร์เพ่ือเกบ็ขอ้มูลตั้งแต่วนัท่ี 1 สิงหาคม 
2563 ถึงวนัท่ี 31 พฤษภาคม 2564 ขอ้มูลท่ีไดรั้บคืนกลบัมาจะใชส้ าหรับการสอนแบบจ าลองการเรียนรู้ของเคร่ือง
จ านวน 44,271 ข้อความข่าว แบ่งเป็น 3 ประเภท ได้แก่ ข่าวจริง  (real) ข่าวปลอม  (fake) และข่าวน่าสงสัย 
(suspicious) การระบุประเภทเป็นข่าวจริง ข่าวปลอม และข่าวน่าสงสัย นั้น ผูว้ิจัยน าข่าวท่ีไดรั้บจากคน้คืนช่วง
เร่ิมตน้ในการเกบ็ มาวิเคราะห์เพ่ือหาองคป์ระกอบของข่าวทั้งสามประเภท เพ่ือหาฟีเจอร์หรือลกัษณะเด่นของข่าว 5 
ค่า ไดแ้ก่ จ านวนค าท่ีเป็นลกัษณะข่าวปลอม (score_fake) จ านวนค าท่ีเป็นลกัษณะข่าวจริง (score_real) ค่าความ
คลา้ยของข่าว (sim_matched) จ านวนโดเมนท่ีพบระบุข่าวปลอม (domain_fake) จ  านวนโดเมนท่ีพบระบุข่าวจริง 
(domain_real)  ส าหรับการค านวณค่าลกัษณะเด่นท่ีเป็นค่าความคลา้ยของข่าว (sim_matched)  วดัจากค่าความ
เหมือนแบบโคไซน์ (cosine similarity) (Soyusiawaty & Zakaria, 2018) ผูเ้ขียนเป็นสคริปตเ์ป็นกฎเพ่ือจดัเก็บขอ้มูล
ข่าวตามฟีเจอร์และท าการระบุค่าเป้าหมายประเภทของข่าวโดยอตัโนมติั ซ่ึงระบุประเภทเป็นข่าวจริง ข่าวปลอม 
และข่าวน่าสงสัย  จากนั้นผูว้จิยัตรวจสอบความถูกขอ้มูลอีกคร้ังเพ่ือพร้อมใชส้ าหรับการสอนใหเ้คร่ืองเรียนรู้ รูปท่ี 2 
แสดงตวัอยา่งค าท่ีมกัปรากฏในข่าวจริงท่ีแตกต่างจากค าในข่าวปลอม และรูปท่ี 3 แสดงตวัอยา่งค าท่ีมกัปรากฏใน
ข่าวปลอมท่ีแตกต่างจากค าในข่าวจริง 

ผูว้ิจยัท าให้สมดุลขอ้มูลในแต่ละกลุ่มโดยวิธีการสุ่มเพ่ิมแบบ SMOTE (Chawla et al., 2002) เป็นกลุ่มละ 
17,740 ขอ้ความ รวมเป็นจ านวน 53,220 ขอ้ความข่าว ดงัแสดงในตารางท่ี 1   

 
 
 
 

'การตดัต่อ', 'การหม่ินประมาท', 'การหลอกลวง', 'การเล่นตลก', 'การโฆษณาชวนเช่ือ', 'ข่าวขยะ', 'ข่าวท่ีผิดพลาด', 
'ข่าวท่ีไม่ถูกตอ้ง', 'ข่าวท่ีไม่น่าเช่ือถือ', 'ข่าวบิดเบือน', 'ข่าวปด', 'ข่าวปลอม', 'ข่าวผิด', 'ข่าวมัว่', 'ข่าวลบ', 'ข่าวเท็จ', 
'ข่าวไม่จริง', 'ข่าวไม่ถูกตอ้ง', 'ขอ้ความข่าวปลอม', 'ขอ้ความบิดเบือน', 'ขอ้ความปลอม', 'ขอ้ความเทจ็', 'ขอ้มูลปลอม', 
'ขอ้มูลผิด', 'ขอ้มูลผิดพลาด', 'ขอ้มูลเท็จ', 'ขอ้มูลไม่จริง', 'ขอ้เท็จจริงเท็จ', 'ขอ้เท็จจริงไม่ถูกตอ้ง', 'ขอ้เท็จจริงไร้ค่า', 
'ความเช่ือผิดๆ ', 'ความเท็จ ', 'ค ากล่าวอ้าง', 'ค าพูดเหลวไหล ', 'ค าลวง ', 'ค าเท็จ ', 'ค าโกหก ', 'จับโป๊ะ ', 'ชวนเช่ือ ', 
'ตอแหล', 'บิดเบือน', 'ปด', 'ปลอม', 'มัว่', 'มโน', 'รายงานเท็จ', 'ลือสนั่น', 'ลือห่ึง', 'ข่าวหลอกลวง', 'อวดอา้ง', 'เท็จ', 
'เป็นขอ้มูลเท็จ ', 'เป็นเฟคนิวส์ ', 'เร่ืองราวปลอม ', 'เร่ืองเท็จ ', 'เหตุการณ์หลอก ', 'โฆษณาชวนเช่ือ ', 'โยงมั่ว', 'ไม่
น่าเช่ือถือ', 'ไม่มีมูลความจริง', 'ไม่มีอยูจ่ริง', 'ไม่เป็นความจริง', 'ไม่ใช่ข่าวจริง', 'ไม่ใช่เร่ืองจริง'  
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ตารางที ่1 ขอ้มูลท่ีจดัเกบ็ดว้ยวธีิการคน้คืนสารสนเทศดว้ยเวบ็ครอวเ์ลอร์ 

 นิดข่าว จ านวนข่าว  จ านวนสมดุล (สุ่มเพิม่) 
ปลอม (Fake) 17,740 17,740 
จริง (Real) 13,072 17,740 
น่าสงสัย (Suspicious) 13,459 17,740 
รวม 44,271 53,220 

 งานวิจยัน้ีขอ้มูลข่าวสืบคน้ถูกสกดัเป็นลกัษณะเด่นของขอ้มูลจ านวน 5 ค่า ไดแ้ก่ score_fake, score_real, 
sim_matched, domain_fake และ domain_real  ค่าเป้าหมายประกอบดว้ยข่าวปลอม (fake) ข่าวจริง (real) และน่า
สงสัย (suspicious)  ข่าวสืบค้นจะถูกน าไปเทียบกับข่าวออนไลน์ท่ีมีความคล้ายคลึงกัน ผูว้ิจัยใช้หลักการการ
ประมวลผลภาษาธรรมชาติเพ่ือสกดัลกัษณะเด่น 5 ค่า วธีิการสกดัลกัษณะเด่น เร่ิมจากการผลการคน้คืนสารสนเทศท่ี
เป็นข่าวคลา้ยคลึงกบัข่าวสืบคน้ ท าการตดัค าและนบัจ านวนค าท่ีเป็นลกัษณะข่าวปลอม (score_fake) นบัจ านวนค าท่ี
เป็นลกัษณะข่าวจริง (score_real) ค  านวณค่าความคลา้ยของข่าว (sim_matched) นับจ านวนโดเมนท่ีพบระบุข่าว
ปลอม (domain_fake) นบัจ านวนโดเมนท่ีพบระบุข่าวจริง (domani_real) ตวัอยา่งขอ้มูลข่าวสืบคน้และลกัษณะเด่น
แสดงดงัตารางท่ี 2    
 
ตารางที ่2 ตวัอยา่งขอ้มูลข่าวสืบคน้และลกัษณะเด่น 

ข่าวส บค้น ประเภท score_fake score_real sim_matched domain_fake domain_real 

ครม. เคาะวนัท่ี 4 และ 7 ก.ย. 63 
เป็นวนัหยดุชดเชยวนัสงกรานต ์

real 2 4 21 1 3 

ฆ่าเช้ือโควดิ-19 ดว้ยการกินผลไม้
ท่ีมีฤทธ์ิเป็นด่าง 

fake 7 0 12 6 1 

ขนุพลเดนมาร์กกบัการสร้าง
ก าแพงปกป้องเอริคเซนในวนัท่ี
หมดสติบนสนามของศึกยโูร 
2020 

suspicious 0 0 0 0 0 

หมู-ไก่ เป็นโรคเอดส์ fake 31 4 23 14 4 

กรมอนามยั รุกโรงงานขนาด
ใหญ่ ประเมิน Thai Stop COVID 
Plus ครบ 100 % 15 มิถุนายนน้ี 

suspicious 0 0 2 0 0 

ธปท. เปิดมหกรรมไกล่เกล่ีย
สินเช่ือเช่าซ้ือรถ ผา่นทาง
ออนไลน ์

real 4 6 9 1 2 
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ตารางที ่3 ค่าความสัมพนัธ์ของตวัแปรในขอ้มูลส าหรับการสอนและทดสอบแบบจ าลอง  

  score_fake score_real sim_matched domain_fake domain_real fake Real suspicious 

score_fake 1.000 0.081 0.424 0.901 0.103 0.724 -0.377 -0.398 

score_real 0.081 1.000 0.201 0.097 0.785 0.042 0.223 -0.266 

sim_matche
d 

0.424 0.201 1.000 0.440 0.236 0.360 0.303 -0.683 

domain_fake 0.901 0.097 0.440 1.000 0.121 0.693 -0.363 -0.378 

domain_real 0.103 0.785 0.236 0.121 1.000 0.056 0.129 -0.187 

Fake 0.724 0.042 0.360 0.693 0.056 1.000 -0.529 -0.540 

Real -0.377 0.223 0.303 -0.363 0.129 -0.529 1.000 -0.428 

suspicious -0.398 -0.266 -0.683 -0.378 -0.187 -0.540 -0.428 1.000 

ตารางท่ี 3 แสดงค่าลกัษณะเด่นท่ีแยกออกมามีความสัมพนัธ์กบัเป้าหมายโดยลกัษณะเด่น sim_matched มี
ค่าสหสัมพนัธ์เชิงบวกกบัทั้ งข่าวปลอมและข่าวจริง ลกัษณะเด่น score_fake และ domain_fake มีค่าสหสัมพนัธ์
เท่ากับ 0.724 และ 0.693 ตามล าดับ ซ่ึงแสดงถึงความมีผลต่อการคาดการณ์ข่าวปลอม นอกจากน้ีลักษณะเด่น 
score_real และ domain_real มีค่าสหสัมพนัธ์เชิงบวกกบัข่าวจริง โดยเท่ากบั 0.223 และ 0.129 ตามล าดบั ในภาพรวม
ขอ้มูลท่ีสกดัลกัษณะเด่นจากงานวจิยัน้ีสามารถน าไปสร้างการเรียนรู้ดว้ยเคร่ืองเพ่ือท านายข่าวปลอมและข่าวจริงได ้ 

 
รูปที ่3 การพลอ็ตแบบกระจายแสดงความสัมพนัธ์ของขอ้มูล 
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เพื่อการมองขอ้มูลเป็นภาพและวิเคราะห์ความสัมพนัธ์ ผูว้ิจยัใชว้ิธีการแสดงเป็นการพล็อตแบบกระจาย 

รูปท่ี 3 แสดงการพล็อตขอ้มูลแบบกระจาย เป็นการแสดงต าแหน่งของขอ้มูลตามความสัมพนัธ์ระหว่าง 2 ตวัแปร 
โดยหน่ึงตวัแปรในแนวนอนแต่ละแถว และแนวตั้งเป็นอีกหน่ึงตวัแปรในแต่ละคอลมัน์ ในแต่ละภาพย่อยเป็น
ความสัมพนัธ์ของ 2 ตวัแปร  การพลอ็ตแบบกระจายท าใหพ้บขอ้สังเกตไดว้า่ขอ้มูลสามารถจ าแนกไดง่้ายในหลาย ๆ 
ภาพท่ีเป็นคู่ความสัมพนัธ์ระหวา่งลกัษณะเด่น เป็นการยนืยนัวา่ขอ้มูลท่ีผา่นการประมวลผลสามารถน าไปสร้างการ
เรียนรู้ของเคร่ืองได ้

ในการสร้างแบบจ าลองการเรียนรู้ของเคร่ืองเพ่ือจ าแนกข่าวจริงและข่าวปลอม จะตอ้งจดัเตรียมขอ้มูล
จ านวนมากเพียงพอส าหรับสอนแบบจ าลองการเรียนรู้ของเคร่ือง   งานวิจยัน้ีผูว้ิจยัใชข้อ้มูลประเภทขอ้ความข่าว 
ก่อนการน าไปสอนให้กบัตวัแบบการเรียนรู้ของเคร่ืองตอ้งท าการประมวลผลค าดว้ยเทคนิควิธีการประมวลผล
ภาษาธรรมชาติ ส่วนอลักอริธึมการเรียนรู้ของเคร่ืองท่ีเลือกใชมี้หลายเทคนิค เช่น LR, KNN, MLP, SVM, NB, DT, 
RF และ LSTM เทคนิคเหล่าน้ีเป็นเทคนิคการเรียนรู้ของเคร่ืองชนิดมีผูส้อน โดยมีรายละเอียดดงัน้ี  1) การเตรียม
ขอ้มูล ด าเนินการหลงัจากขั้นตอนการรวบรวมขอ้มูลดว้ยการสืบคน้สารสนเทศในเวบ็ดว้ยเวบ็ครอวเ์ลอร์ จากนั้นน า
ขอ้มูลท่ีไดไ้ปประมวลผลภาษาธรรมชาติ ไดคุ้ณลกัษณะเด่นอยู่ในรูปแบบท่ีสามารถวิเคราะห์ไดด้ว้ยเทคนิคการ
เรียนรู้ของเคร่ือง การประมวลผลภาษาธรรมชาติ 2) การสร้างแบบจ าลองหรือตวัแบบการเรียนรู้ของเคร่ือง โดยท า
การน าขอ้มูลท่ีผ่านการเตรียมขอ้มูลแลว้ เขา้สู่การสร้างแบบจ าลองโดยใชเ้ทคนิคการเรียนรู้แบบมีผูส้อน โดยการ
สอนแบบจ าลองใชข้อ้มูล 53,220 เรคคอร์ด สอนดว้ยวธีิการทดสอบแบบไขว ้10 ชุดขอ้มูล (10-Fold Cross Validate)  
3) การทดสอบและประเมินประสิทธิภาพแบบจ าลอง โดยน าชุดขอ้มูลท่ีเคร่ืองคอมพิวเตอร์ยงัไม่เคยเรียนรู้มาท าการ
ทดสอบแบบจ าลองวา่มีค่าประสิทธิภาพในการวิเคราะห์ โดยประเมินจาก ค่าความถูกตอ้ง (Accuracy) ความแม่นย  า 
(Precision) ค่าการเรียกคืน (Recall) และค่าถ่วงดุล (F-Measure) และ 4) การน าแบบจ าลองท่ีดีท่ีสุดไปประยุกต์ใช้
งาน โดยการพฒันาเป็นเวบ็แอปพลิเคชนัระบบตรวจข่าวปลอม  

การพฒันาระบบตรวจข่าวปลอม ผูว้ิจยัเนน้การพฒันาให้ท างานบนคลาวด์เพ่ือรองรับความพร้อมใชง้าน 
เนน้การเลือกใชซ้อฟตแ์วร์แบบเปิดทั้งหมด เช่น ระบบปฏิบติัการ Ubuntu 20.04 LTE ใช ้Python เวอร์ชนั 3.8 เป็น
ภาษาในการพฒันาเป็นหลกั ใชเ้วบ็เฟรมเวิร์กเป็น Django เวอร์ชนั 3.1.5 ใชฐ้านขอ้มูลเป็นแบบ MongoDB เวอร์ชนั 
4.4.6 ส าหรับจดัเกบ็ข่าว และใช ้MySQL เวอร์ชนั 8.0 ส าหรับจดัเกบ็ขอ้มูลผูใ้ชง้านและเมตาดาตาของระบบ ส าหรับ
ระบบสืบค้นข้อมูลใช้เทคโนโลยีท่ีส าคัญ ๆ ได้แก่ Selenium, Requests, Google, Chrome, และ Firefox  ส าหรับ
เคร่ืองมือประมวลผลภาษาธรรมชาติ Pythainlp เวอร์ชนั 2.3.1 (Phatthiyaphaibun et al., 2016) เคร่ืองมือในการสร้าง
การเรียนรู้ดว้ยเคร่ืองประกอบดว้ย Scikit-learn และ TensorFlow ดา้นความปลอดภยัของระบบ ใชเ้คร่ืองมือเพื่อ
รักษาความปลอดภยัและป้องกนัการบุกรุก ไดแ้ก่ Fail2ban, Uncomplicated Firewall และ ClamAV  
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 ลการด าเนินการวจิัย  
 การสร้างแบบจ าลองการเรียนรู้ของเคร่ืองส าหรับตรวจจบัข่าวปลอม ผูว้ิจยัท าการเปรียบเทียบแบบจ าลอง
เพ่ือเลือกแบบจ าลองท่ีดีท่ีสุดในระบบตรวจจบัข่าวปลอม  ผูว้ิจยัเลือกซอฟต์แวร์แบบเปิด ไดแ้ก่ Python, Numpy, 
Pandas, Scikit-Learn, Tensorflow และเคร่ืองมือท่ีจ าเป็นอ่ืน ๆ ในการสร้างระบบตรวจจับข่าวปลอม เคร่ืองมือ
วิเคราะห์ขอ้มูลและการสร้างแบบจ าลองการเรียนรู้ของเคร่ือง ไดแ้ก่ LR, MLP, DT, RF, SVM, NB และ KNN ใน
แพค็เกจ Scikit-learn และ LSTM ใน TensorFlow ตวัช้ีวดัประสิทธิภาพท่ีใชร้วมถึงค่าความถูกตอ้ง (Accuracy) ค่า
ความแม่นย  า (Precision) ค่าการเรียกคืน (Recall) และค่าถ่วงดุล (F-Measure)  

จากผลการวิจยัในสร้างแบบจ าลองการเรียนรู้ของเคร่ืองประกอบไปดว้ย ส าหรับเทคนิคการเรียนรู้ดว้ย
เคร่ืองท่ีใชใ้นการทดลองเปรียบเทียบในการวจิยัคร้ังน้ี พบวา่ทุกเทคนิคมีผลการทดสอบความสามารถในการจ าแนก
ข่าวไดดี้ ซ่ึงมีค่าประสิทธิภาพท่ีสูงกว่า 90% ในทุกเทคนิค ยกเวน้ NB ซ่ึงมีการจ าแนกขอ้มูลทดสอบถูกตอ้งเพียง 
78% เท่านั้น เม่ือพิจารณาดา้นความถูกตอ้งการจ าแนกขอ้มูลเรียงล าดบัจากสูงสุดไปต ่าสุด มีล  าดบัดงัต่อไปน้ี DT 
(94.2%) , RF (94.2%) , SVM (94.0%) , LSTM (93 .81%) , MLP (93.6%) ,  LR (91.9%) , KNN (91.5%)  และ NB 
(78.2%)  ผลการเปรียบเทียบประสิทธิภาพโดยเฉล่ียของการเรียนรู้ของเคร่ืองชนิดต่าง ๆ แสดงดงัตารางท่ี 4 
ตารางที ่4 ผลการเปรียบเทียบประสิทธิภาพโดยเฉล่ียของการเรียนรู้ของเคร่ืองชนิดต่าง ๆ  

Metrics LR MLP DT RF SVM NB KNN LSTM 
Accuracy 0.919±0.028 0.936±0.047 0.942±0.052 0.942±0.052 0.940±0.052 0.785±0.050 0.915±0.032 93.81±0.006 
Precision 0.923±0.026 0.948±0.036 0.952±0.037 0.953±0.037 0.950±0.038 0.814±0.041 0.925±0.027 94.44±0.006 
Recall 0.919±0.028 0.936±0.047 0.942±0.052 0.942±0.052 0.940±0.052 0.785±0.050 0.915±0.032 93.81±0.006 
F-Measure 0.919±0.028 0.939±0.055 0.940±0.055 0.940±0.055 0.938±0.055 0.776±0.061 0.914±0.033 93.78±0.006 

เม่ือวิเคราะห์ถึงเหตุผลในการจ าแนกข้อมูลของแต่ละเทคนิค เร่ิมจากเทคนิค ส าหรับ 5 เทคนิคท่ีมี
ประสิทธิภาพสูงสุดดา้นความถูกตอ้ง ตั้งแต่ 93.81% ถึง 94.2% ไดแ้ก่ MLP, LSTM, SVM, RF และ DT ซ่ึงมีความ
แตกต่างกนัไม่มาก MLP เป็นโครงข่ายประสาทเทียมแบบหลายชั้นมีความเป็นไปไดท่ี้จะปรับจูนให้มีประสิทธิภาพ
สูงข้ึนดว้ยการเพ่ิมจ านวนชั้นและพารามิเตอร์แต่จะเกิดปัญหาการจ าขอ้มูลสอนมากเกินไป (Overfitting) ไดเ้ช่นกนั 
ส่วน LSTM เป็นเทคนิคโครงข่ายประสาทเทียมประเภทการเรียนรู้เชิงลึกซ่ึงมีจ านวนพารามิเตอร์จ านวนมาก จึงมี
โอกาสสูงในการปรับจูนพารามิเตอร์ให้มีขอบเขตขอ้มูลไดดี้และมีความคงเส้นคงวาทนทานต่อขอ้มูลแปลกปลอม
ไดดี้ท่ีสุดโดยมีส่วนเบ่ียงเบนมาตรฐานต ่าท่ีสุด ในขณะท่ี SVM นอกจากจะมีประสิทธิภาพสูงยงัมีความทนทานต่อ
ขอ้มูลรบกวนและขอ้มูลแปลกปลอมได้ดีเช่นกัน  ส าหรับ RF ซ่ึงไดผ้ลเทียบเท่ากบั DT แต่ RF ใช้ทรัพยากรท่ี
มากกวา่ ทั้งน้ี RF อาศยัหลกัการจ าแนกขอ้มูลดว้ยชุดตน้ไมต้ดัสินใจจ านวนมาก เป็นการเพ่ิมจ านวนแบบจ าลองยอ่ย
ร่วมกนัตดัสินให้มีความถูกตอ้งในการจ าแนกไดดี้ข้ึน ในส่วน KNN เป็นการจ าแนกขอ้มูลโดยไม่ตอ้งมีการสร้าง
แบบจ าลองโดยตรงแต่จะใชข้อ้มูลชุดสอนทั้งหมดเป็นแบบจ าลอง และจ าแนกขอ้มูลดว้ยการวดัความคลา้ยคลึง
ระหวา่งขอ้มูลท่ีจะจ าแนก เทียบกบัขอ้มูลชุดสอน ดว้ยการก าหนดค่า K=5  เป็นการเลือกเรคคอร์ดท่ีใกลเ้คียงท่ีสุด 5  
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เรคคอร์ดเพื่อโหวตผลการจ าแนก KNN เองก็ถือว่าเป็นท่ีนิยมเพราะง่ายในการสร้าง ให้ผลลพัธ์เป็นท่ียอมรับได้
เช่นกนั ส าหรับ LR เป็นเทคนิคการถดถอยท่ีสามารถท างานส าหรับจ าแนกขอ้มูลเน่ืองจากใชฟั้งกช์นัลอ็กซิกมอยด์
เป็นแปลงเอาตพ์ตุเป็น 0 และ 1 แทนท่ีจะเป็นค่าต่อเน่ือง เทคนิค LR ไดผ้ลการจ าแนกสูงกวา่ 90% เช่นกนัในงานวิจยั
คร้ังน้ี  ส าหรับ NB ซ่ึงเป็นเทคนิคท่ีใชห้ลกัการความน่าจะเป็น ซ่ึงเป็นเทคนิคเดียวท่ีมีประสิทธิภาพต ่ากวา่ 80% ทั้งน้ี
ในงานวิจยัส่วนใหญ่พบว่า NB จะเป็นเทคนิคท่ีเป็นรองเทคนิคอ่ืน ๆ จึงนิยมใชเ้ป็นตวัหลกัในการเปรียบเทียบ ซ่ึง
เทคนิคใหม่ ๆ คาดหวงัวา่จะตอ้งดีกวา่ NB  

เม่ือพิจารณาถึงเหตุผลของการจดัเตรียมขอ้มูล ถือว่าเป็นส่ิงส าคญัก่อนป้อนขอ้มูลเขา้สู่แบบจ าลองการ
เรียนรู้ของเคร่ือง หากการจดัเตรียมขอ้มูลไดไ้ม่ดี กไ็ม่อาจสร้างแบบจ าลองการเรียนรู้ของเคร่ืองในการจ าแนกขอ้มูล
ท่ีมีประสิทธิภาพสูงได ้ซ่ึงในงานวิจยัคร้ังน้ีใชว้ิธีการสกดัลกัษณะเด่นของค าท่ีมกัปรากฏในข่าวจริง และข่าวปลอม 
โดยการนบัความถ่ีของค าเหล่านั้นเพ่ือใชเ้ป็นขอ้มูลประจ าของแต่ละข่าวท่ีสืบคน้ อีกหน่ึงลกัษณะเด่นคือค่าความ
คลา้ยของข่าวสืบคน้กบัเน้ือหาในแหล่งข่าวก็เป็นปัจจยัหลกัท าให้เกิดอ านาจจ าแนกขอ้มูลไดดี้ ประกอบกบัการใช้
จ านวนโดเมนข่าวท่ีเผยแพร่ข่าวปลอมและโดเมนข่าวท่ีเผยแพร่ข่าวจริง กเ็ป็นอีก 2 ปัจจยั ท่ีช่วยใหก้ารจ าแนกข่าวได้
ดี ข้ึน ข้อมูลท่ีได้ท าให้เกิดการจ าแนกได้ดีอย่างเห็นได้ชัดจากการพล็อตค่าสหสัมพันธ์และการวิเคราะห์
ความสัมพนัธ์ระหวา่งคุณลกัษณะกบัประเภทข่าว ทั้ง 5 ลกัษณะเด่นท่ีผูว้ิจยัใชส่้งผลให้การเรียนรู้ของเรียนรู้ขอ้มูล
ไดอ้ยา่งมีประสิทธิภาพดงัจะเห็นจากหลายแบบจ าลองมีความถูกตอ้งสูงกว่า 90%  ส าหรับงานวิจยัน้ีเลือก LSTM 
ส าหรับเป็นตวัจ าแนกขอ้มูลในแอปพลิเคชนัเน่ืองจากโมเดลอยูใ่นกลุ่มไดผ้ลทดลองดา้นประสิทธิภาพสูงสุดและมี
ความเสถียรสูงสุดจากการวดัประสิทธิภาพแบบไขว ้10 ชุดขอ้มูล  

 

 
รูปที ่4 ระบบตรวจข่าวปลอมดว้ยการเรียนรู้ของเคร่ือง https://thaidimachine.org 
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ผลการพฒันาระบบตรวจสอบข่าวปลอม ผูว้ิจยัไดท้  าการพฒันาและติดตั้งระบบบนคลาวด์ท่ีประชาชน

สามารถเขา้ใชง้านไดท่ี้ https://thaidimachine.org ผลการประเมินระบบโดยผูใ้ชจ้  านวน 34 คน แบ่งการประเมิน
ออกเป็น 3 ดา้น ไดแ้ก่ 1. ดา้นการท างานไดต้ามฟังกช์นัของระบบ (Functional Test) 2. ดา้นความง่ายต่อการใชง้าน 
(Usability Test) และ 3. ดา้นความปลอดภยัของระบบ (Security Test) เวบ็ระบบตรวจสอบข่าวปลอมสามารถใชง้าน
ไดง่้าย เม่ือประชาชนตอ้งการการตรวจสอบข่าว ท าไดโ้ดยการพิมพข์อ้ความหรือก็อปป้ีข่าววางในกล่องขอ้มูลแลว้
กดตรวสอบข่าว ระบบจะท าการประมวลผลแลว้แสดงผลลพัธ์การวิเคราะห์ข่าว โดยแสดงเป็นผลลพัธ์เป็น “ข่าว
จริง” “ข่าวปลอม” หรือ “ข่าวน่าสงสัย” พร้อมมีลิงค์ข่าวท่ีเก่ียวขอ้งให้ผูต้รวจข่าวมีขอ้มูลเพ่ิมเติมเก่ียวกับข่าว  
นอกจากการวิเคราะห์ข่าว ระบบท าการรวบรวมข่าวปลอม ข่าวท่ีก าลงัมีผูส้นใจ และข่าวภาครัฐ ระบบเกบ็รวบรวม
ลิงค์จากเวบ็ไซต์ต่าง ๆ ไวโ้ดยอตัโนมติั เพ่ือความสะดวกกบัผูใ้ชจ้ะไดต้รวจสอบผ่านเวบ็ท่ีน่าเช่ือถือ ดา้นความ
ปลอดภยัของเวบ็แอปพลิเคชนั ระบบมีฟังกช์นัการลอ็กอิน/ลงทะเบียน ส าหรับผูใ้ชท่ี้ประสงคจ์ะป้อนกลบัขอ้มูลข่าว
ตอ้งมีการลงทะเบียนไวด้ว้ยเพ่ือระบุตวัตน ให้มีความมัน่ใจในการให้ขอ้คิดเห็น และระบบมีการป้องกนัการบุกรุก
โดยใช้ซอฟต์แวร์แบบเปิด ได้แก่ Fail2ban ป้องกันเซิร์ฟเวอร์ มีไฟร์วอลล์แบบ Uncomplicated Firewall (ufw) 
ก าหนดกฎใหป้้องกนั Hackers และ Bad Bots  ตวัอยา่งหนา้จอแรกของเวบ็ตรวจข่าวปลอมแสดงดงัรูปท่ี 4 

หลงัจากเปิดการใชง้านผูว้ิจยัติดตามผลการใชง้าน พบวา่มีการสืบคน้เฉล่ียมากกวา่วนัละ 1,000 ขอ้ความท่ี
ไดรั้บการสืบคน้ จากการวเิคราะห์พบวา่จากการสุ่มถามผูใ้ชง้านระบบตรวจข่าวปลอม จ านวน 34 คน มีความคิดเห็น
เก่ียวกบัในระบบท่ีระดบัความคิดเห็นในทุกดา้นทุกรายการประเมินในระดบั ดีมาก ดว้ยค่าเฉล่ียทุกดา้นทุกรายการ
ประเมิน มีค่าเท่ากบั 4.53 และส่วนเบ่ียงเบนมาตรฐาน 0.63 ผลประเมินดา้นความปลอดภยัของระบบอยูใ่นระดบั
ต ่าสุด มีค่าเฉล่ียเท่ากบั 4.46 ค่าเบ่ียงเบนมาตรฐานเท่ากบั 0.70 อยูใ่นระดบัดี เม่ือพิจารณาผลการประเมินดา้นการ
ท างานไดต้ามฟังก์ชนัของระบบ มีค่าเฉล่ีย 4.52 และส่วนเบ่ียงเบนมาตรฐานเท่ากบั 0.54 อยูใ่นระดบัดีมาก ผลการ
ประเมินดา้นความง่ายต่อการใชง้าน มีค่าเฉล่ียเท่ากบั 4.59 ส่วนเบ่ียงเบนมาตรฐาน 0.55 อยูใ่นระดบัดีมาก ผูป้ระเมิน
ซ่ึงส่วนใหญ่จบการศึกษาสาขาท่ีเก่ียวขอ้งกบัคอมพิวเตอร์และเทคโนโลยสีารสนเทศ และมีประสบการณ์การท างาน
ดา้นคอมพิวเตอร์และเทคโนโลยีสารสนเทศโดยตรง ให้ความคิดเห็นในภาพรวมว่าระบบท่ีผูว้ิจยัพฒันาข้ึนน้ีมี
ประสิทธิภาพดีมาก มีการจดัรูปแบบไดส้วยงาม มีการใชฟ้อนตข์นาดพอดี และเป็นแอปพลิเคชนัท่ีมีประโยชน์และ
สามารถใชง้านไดจ้ริง  
  
สรุป  
 จากปัญหาข่าวปลอมท่ีมีจ านวนมากในส่ือออนไลน์ ท าใหมี้ผูห้ลงเช่ือข่าวปลอมวา่เป็นข่าวจริง และน าไป
แชร์ต่อท าใหเ้กิดปัญหาอ่ืนๆ ตามมา ปัจจุบนัยงัไม่มีเคร่ืองมือท่ีจะช่วยตรวจสอบข่าวปลอมภาษาไทย ท่ีจะช่วยชะลอ
การแพร่กระจายข่าว การตรวจจบัข่าวปลอมเป็นงานท่ียากเน่ืองจากข่าวมีความเคล่ือนไหวอยา่งมาก งานวิจยัน้ีเสนอ
วิธีการใหม่ท่ีมีประสิทธิภาพในการจดัการกบัข่าวปลอมหรือขอ้มูลท่ีผิด  ผูว้ิจยัจึงไดน้ าเสนอระบบตรวจสอบข่าว 
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ปลอมภาษาไทยท่ีท างานบนพ้ืนฐานเทคนิคทางปัญญาประดิษฐ์ โดยเคร่ืองประมวลผลตรวจสอบข่าวบนคลาวดแ์ละ
ส่งผลการวเิคราะห์ข่าวใหผู้ใ้ชง้านทราบ  

ผูว้ิจยัใชเ้วบ็ครอวเ์ลอร์รวบรวมขอ้มูลส าหรับตวัอยา่ง 41,448 ตวัอยา่ง และท าการจดัประเภทไวล่้วงหนา้
เป็นข่าวจริง ข่าวปลอม และข่าวน่าสงสัย จ านวนตวัอยา่งขอ้มูลในแต่ละกลุ่มมีความสมดุลโดยสุ่มเพ่ิมเป็น 53,220 
ตวัอย่าง ผูว้ิจัยใช้วิธีการสอนแบบไขวท้ดสอบจ านวน 10 ชุดขอ้มูล (10-Fold Cross Validation) แบบจ าลองการ
เรียนรู้ของเคร่ืองซ่ึงเป็นศาสตร์ดา้นปัญญาประดิษฐ์ท่ีใชใ้นการศึกษา ไดแ้ก่ การถดถอยโลจิสติกส์ (LR) เพื่อนบา้น
ใกลเ้คียง (KNN) นาอีฟเบย ์(NB) โครงข่ายประสาทเทียมเพอร์เซ็ปตรอนหลายชั้น (MLP) ซพัพอร์ตเวกเตอร์ (SVM) 
ป่าสุ่ม (RF)  และโครงข่ายประสาทเทียมชนิดหน่วยความจ าระยะสั้ นแบบยาว (LSTM)  ผลการเปรียบเทียบ
ประสิทธิภาพโดยเฉล่ียของการเรียนรู้ของเคร่ืองชนิดต่าง ๆ กลุ่มโมเดลท่ีพบว่าดีท่ีสุดในงานวิจยัน้ีไดแ้ก่ DT, RF, 
SVM, LSTM และ MLP ซ่ึงเหมาะส าหรับเป็นการเรียนรู้ของเคร่ืองท่ีจะน าไปใชเ้ป็นระบบตรวจข่าวปลอม 

ระบบตรวจสอบข่าวปลอมบนพ้ืนฐานดา้นปัญญาประดิษฐ์มีการท างานประกอบดว้ย 3 องคป์ระกอบหลกั 
ไดแ้ก่ ส่วนการสืบคน้ขอ้มูลข่าวบนเวบ็ ส่วนการประมวลผลภาษาธรรมชาติ และส่วนการเรียนรู้ของเคร่ือง  ส่วน
แรกท่ีเป็นการสืบคน้ข่าวบนเวบ็ท าหนา้ท่ีสืบคน้ข่าวท่ีตรงกบัข่าวสืบคน้ซ่ึงป้อนเขา้ระบบโดยผูใ้ชง้านท่ีประสงคจ์ะ
ตรวจข่าว  ส่วนท่ีสองจะรับขอ้มูลข่าวท่ีสืบคน้ไดจ้ากส่วนแรกและน าขอ้มูลข่าวไปประมวลผล โดยท าการตดัค าและ
สกดัค าท่ีเป็นลกัษณะเด่นของข่าวจริงข่าวปลอม และส่วนท่ีสามเป็นการเรียนรู้ของเคร่ืองท าหนา้ท่ีจ าแนกขอ้มูลท่ีรับ
จากส่วนท่ีสองและแสดงผลเป็น 3 ประเภท ไดแ้ก่ ข่าวจริง ข่าวปลอม และข่าวน่าสงสัย  

ระบบจะตรวจข่าวจากการสืบคน้ข่าวเผยแพร่ในอินเทอร์เน็ตมาสกดัค่าฟีเจอร์หรือลกัษณะเด่นของข่าว
ก่อนส่งไปตดัสินใจ หากขอ้ความข่าวไม่มีการแชร์หรือเผยแพร่มากนกัท าใหผ้ลการสกดัค่าฟีเจอร์ไปตกอยูท่ี่กลุ่มน่า
สงสัย แต่หากข่าวมีการเผยแพร่จ านวนมากและมีกลุ่มค าท่ีมกัปรากฏในข่าวปลอม เม่ือสกดัค่าฟีเจอร์ส่งผลการ
ตดัสินไดเ้ป็นข่าวปลอม และมีการแชร์และเผยแพร่เป็นจ านวนมากและมีกลุ่มค าท่ีมกัปราฏในข่าวจริง เม่ือสกดัค่า
ฟีเจอร์ส่งผลการตดัสินใจวา่เป็นข่าวจริง  

ขอ้จ ากดัของระบบคือระบบยงัไม่เขา้ใจเน้ือหาข่าวทั้งหมดแบบกวา้งอยา่งท่ีมนุษยเ์ขา้ใจ ในการวิจยัต่อใน
อนาคต อาจจะต้องประยุกต์ใช้การเรียนรู้เชิงลึกประเภท BERT (Bidirectional Encoder Representations from 
Transformers) เพื่อให้มีความสามารถในความเขา้ใจภาษาธรรมชาติ (Natural Language Understanding) ท าอยา่งไร
ให้เคร่ืองเขา้ใจข่าวมากข้ึนเหมือนมนุษย ์ เคร่ืองสามารถท านายประเภทของข่าวและอธิบายว่าท าไมจึงให้ค  าตอบ
หรือการตอบสนองดงักล่าว นอกจากน้ี หากเน้ือหาข่าวประกอบดว้ยขอ้ความ เสียง และวิดีโอ เคร่ืองตอ้งวิเคราะห์
และตอบสนองอยา่งถูกตอ้งและมีการเสนอข่าวใกลเ้คียงความสอดคลอ้งกนักบัข่าวสืบคน้ดียิง่ข้ึน 
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