Parameter estimation methods in multiple linear regression analysis with intraclass correlation and heavy-tailed distributed data
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Abstract
The underlying assumptions play an important role in the linear regression analysis. Non-validity of assumptions can cause the estimators of regression coefficients no longer possessing the properties of best linear unbiased estimator (BLUE). This research focuses on parameter estimation in regression model when random errors are correlated with intraclass correlation and followed heavy-tailed distribution simultaneously. Alternative to searching for techniques to remedy the problem of violation, hierarchical Bayes approach is implemented to estimate model parameter, in which prior knowledge about parameters is incorporated to reduce the effect of violated assumptions. Its performance is then compared to the classical approach, maximum likelihood (ML), through Monte Carlo simulation. The study indicates that hierarchical Bayes with informative priors yields the estimators more efficient than ML.
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Introduction
Multiple linear regression analysis is extensively used in many fields. Its assumptions about random error, independent and normally distributed with constant variance, are of importance for statistical inference, especially in estimation and hypothesis testing. The accuracy of parameter estimation plays a significant role in prediction. In practice, we occasionally encounter various problems when dealing with real world situations. Outliers or influential observations may lead to nonnormal distributed data or heteroscedasticity or both. Data, especially in science, business and economic area, are usually collected over time, causing the violation of independence among observations, called autocorrelation or serial correlation. Consequently, statistical inference based on the traditional least square estimators is not efficient and does not possess the property of best linear unbiased estimator (BLUE) (Montgomery et al., 2012). Furthermore, violating the underlying assumptions of a model also has the effect on established relationship. One structure of correlated random errors is called intraclass correlation. Intraclass correlation describes the same degree of relationship between observations. If this occurs, traditional statistical methods that assumes independence cannot be utilized, due to incorrect estimates of variance for parameter estimators and hence p-values.

Several techniques have been proposed to account for between-observation correlation in model parameter estimation. Paul (1990) introduced the estimate of intraclass correlation in
generalized linear model using the estimating equation approach which can be solved iteratively and then the model parameters were estimated using maximum likelihood method. The proposed method was also applied to familial data with multivariate normal distribution. Tanizaki (2003) compared the maximum likelihood estimator with Bayes estimator in linear regression with the presence of first-order autocorrelated errors in small samples. The results showed that Bayes approach provides less biased and more efficient estimator than maximum likelihood approach. Farrell & Ludwig (2008) considered parameter estimation in multilevel response time model based on maximum likelihood and Bayesian approaches, which assume to be ex-Gaussian error distribution. Babatunde et al. (2014) performed bootstrapping experiments to estimate parameters in regression model with autocorrelated errors. The study also revealed that the estimated parameters were affected by the levels of autocorrelation, leading to biased and inefficient estimators.

In addition to correlated error components, lots of studies have contributed to tackling non-normal data, especially in longer and heavier tail than normal distribution, such as t distribution. Ravi & Butar (2010) utilized the maximum likelihood method to estimate parameters in stock-market data based on heavy-tailed distribution. Nadarajah & Kotz (2008) provided a review of methods for estimation and simulation in multivariate t distributions. Lange et al. (1989) illustrated robust statistical inferences in general linear model with multivariate t distributed errors and applied to various data, using both linear and nonlinear regression. Fernandez & Steel (1999) considered the likelihood-based parameter estimations in multivariate linear regression model with independent Student-t distributed errors. Rahman & Khan (2007) demonstrated the use of Bayesian method to derive predictive distribution for multiple linear regression models when error components followed multivariate Student-t distribution.

Various techniques have been proposed to solve for violation of the underlying assumptions under formulated model in an attempts to improve the properties of parameter estimators. However, most studies usually focus on one problem at a time. Unfortunately, when one problem is remedied, another problem possibly occurs. Only a few of them have tackled several problems simultaneously. Ayinde et al. (2014) examined performances of four estimators; Ordinary Least Square (OLS), Cochrane-Orcutt (COR), Maximum Likelihood (ML) and Principal Component (PC) based estimators in linear regression model under related regressors and error terms for prediction. Instead of seeking remedial approaches, this research focuses on parameter estimation techniques that can mitigate non-validity of the underlying assumptions when random errors in regression model are simultaneously correlated and follow heavy-tailed distribution. We incorporate prior knowledge about parameters into estimation process using hierarchical Bayes approach. The result is then compared to the classical approach, maximum likelihood (ML). Bias, variance and mean square error of maximum likelihood and hierarchical Bayes estimators are examined through Monte Carlo simulations. Gibbs sampling is performed to obtain the parameter estimates due to computer-based process in hierarchical Bayes.

The outline of this paper is as follows. Multiple linear regression model with intraclass correlation is described in the next section, accompanying with parameter estimation methods, including maximum likelihood (ML) and hierarchical Bayes (HB), and Gibbs sampling procedure. Simulation result is provided in the third section. The conclusion is drawn in the final section.

Methods

1. **Multiple linear regression model with intraclass correlation**

   Consider the multiple linear regression model
where $\mathbf{y}$ is an $n \times 1$ vector of response variables, $\mathbf{X}$ is an $n \times p$ matrix of regressors, $\beta$ is a $p \times 1$ vector of the regression coefficients, and $\mathbf{\varepsilon}$ is an $n \times 1$ vector of random errors. The underlying assumption about $\mathbf{\varepsilon}$ is assumed to be independent and normally distributed with zero mean and constant variance, $\mathbf{\varepsilon} \sim N(\mathbf{0}, \sigma^2 \mathbf{I})$, where $\mathbf{I}$ is the $n \times n$ identity matrix.

Consider the form of intraclass correlation. Let $\Sigma = \sigma^2 \Omega$ be an $n \times n$ positive definite matrix, where $\Omega$ denotes an $n \times n$ intraclass correlation coefficient matrix (Donner & Bull, 1983; Press, 2005) and $\rho$ denotes intraclass correlation coefficient, written as

$$
\Sigma = \sigma^2 \Omega = \sigma^2 \begin{bmatrix}
1 & \rho & \cdots & \rho \\
\rho & 1 & \cdots & \rho \\
\vdots & \vdots & \ddots & \vdots \\
\rho & \cdots & \cdots & 1
\end{bmatrix},
$$

where $\frac{1}{n-1} < \rho \leq 1$.

Alternatively,

$$
\Sigma = \sigma^2 \Omega = \sigma^2 \left[ (1-\rho) \mathbf{I}_n + \rho \mathbf{e} \mathbf{e}' \right],
$$

where $\mathbf{e}$ is an $n \times 1$ vector one and $\mathbf{I}_n$ is the $n \times n$ identity matrix. The determinants of $\Omega$ and $\Sigma$ are then obtained as following:

$$
|\Omega| = (1-\rho)^{n-1} \left[ 1 + (n-1) \rho \right],
$$

and

$$
|\Sigma| = \sigma^{2n} (1-\rho)^{n-1} \left[ 1 + (n-1) \rho \right], \quad |\Sigma| > 0.
$$

Also, the inverse matrices of $\Omega$ and $\Sigma$ are

$$
\Omega^{-1} = \frac{\mathbf{I}_n}{(1-\rho)} - \frac{\rho \mathbf{e} \mathbf{e}'}{(1-\rho)^2 \left[ 1 + (n-1) \rho \right]},
$$

$$
\Sigma^{-1} = \frac{\mathbf{I}_n}{\sigma^2 (1-\rho)} - \frac{\rho \mathbf{e} \mathbf{e}'}{\sigma^2 \left[ 1 + (n-1) \rho \right]^2}.
$$

In this paper, we consider regression model when random errors are correlated and have heavy-tailed distribution. The errors in this case are assumed to follow multivariate $t$ distribution, denoted as $\mathbf{\varepsilon} \sim t(\nu, \mathbf{0}, \Sigma)$, where $\Sigma = \sigma^2 \Omega$. Thus, the random variable $\mathbf{Y}$ also follows multivariate $t$ distribution, $\mathbf{Y} \sim t(\nu, \mathbf{X} \beta, \Sigma)$. 
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Joint probability distribution function of $Y$ can be expressed as

$$
f(Y | \beta, \sigma^2) = \frac{\Gamma \left(\frac{\nu + n}{2}\right)}{\left(\frac{\nu \pi \sigma^2}{2}\right)^{\frac{n}{2}} \Gamma \left(\frac{\nu}{2}\right)} \frac{1}{|\Omega|^\frac{1}{2}} \left[1 + \frac{1}{\nu \sigma^2} (y - X \hat{\beta})' \Omega^{-1} (y - X \hat{\beta})\right]^{\nu + n - 2}. \quad (3)
$$

Since $(y - X \hat{\beta})' \Omega^{-1} (y - X \hat{\beta}) = (y - X \hat{\beta})' \Omega^{-1} (y - X \hat{\beta}) + (\beta - \hat{\beta})' X' \Omega^{-1} X (\beta - \hat{\beta})$, equation (3) can be rewritten as

$$
f(Y | \beta, \sigma^2) = \frac{\Gamma \left(\frac{\nu + n}{2}\right)}{\left(\frac{\nu \pi \sigma^2}{2}\right)^{\frac{n}{2}} \Gamma \left(\frac{\nu}{2}\right)} \frac{1}{|\Omega|^\frac{1}{2}} \left[1 + \frac{1}{\nu \sigma^2} (y - X \hat{\beta})' \Omega^{-1} (y - X \hat{\beta}) + (\beta - \hat{\beta})' X' \Omega^{-1} X (\beta - \hat{\beta})\right]^{\nu + n - 2}. \quad (4)
$$

2. **Maximum likelihood estimation (ML)**

The principle of maximum likelihood method is to find the estimate values of parameters that most likely to occur by maximizing the likelihood function, which is a joint function of all parameters and observed values. In practice, the likelihood function is usually replaced by the log-likelihood function for convenient in calculation. The estimations of parameters $\beta$ and $\sigma^2$ can be demonstrated as follow.

2.1 **Estimation of parameter $\beta$**

Consider the likelihood function

$$
L(\beta, \sigma^2 | y) = \prod_{i=1}^{n} f(y_i | \beta, \sigma^2)
$$

$$
= \frac{\Gamma \left(\frac{\nu + n}{2}\right)}{\left(\frac{\nu \pi \sigma^2}{2}\right)^{\frac{n}{2}} \Gamma \left(\frac{\nu}{2}\right)} \frac{1}{|\Omega|^\frac{1}{2}} \left[1 + \frac{1}{\nu \sigma^2} (y - X \hat{\beta})' \Omega^{-1} (y - X \hat{\beta})\right]^{\nu + n - 2}.
$$

Then, the log-likelihood function is

$$
\ln L(\beta) = \ln \Gamma \left(\frac{\nu + n}{2}\right) - \frac{n}{2} \ln \nu \pi \sigma^2 - \ln \Gamma \left(\frac{\nu}{2}\right) - \frac{1}{2} \ln |\Omega| - \frac{(\nu + n)}{2} \ln \left[1 + \frac{1}{\nu \sigma^2} (y - X \hat{\beta})' \Omega^{-1} (y - X \hat{\beta})\right].
$$

Next, differentiate the log-likelihood function with respect to the parameter $\beta$ and equate to zero, the maximum likelihood estimator of $\beta$ is thus derived as
\[ \hat{\beta} = \left( X' \Omega^{-1} X \right)^{-1} X' \Omega^{-1} y. \]  

(5)

### 2.2 Estimation of parameter \( \sigma^2 \)

Similarly, differentiate the log-likelihood function with respect to the parameter \( \sigma^2 \) and equate to zero, the maximum likelihood estimator of \( \sigma^2 \), after replacing \( \hat{\beta} \) with \( \hat{\beta} \), is resulted as.

\[ \sigma^2 = \frac{1}{n} \left( y - X \hat{\beta} \right)' \Omega^{-1} \left( y - X \hat{\beta} \right). \]  

(6)

### 3. Hierarchical Bayes estimation (HB)

Parameter estimation with classical approach, such as least squares method or maximum likelihood method, considers a known probability density function consisting of constant, but unknown parameters, while Bayesian approach consider parameters as random variables with some probability density function, called prior distribution. The form of prior distribution is defined by its own parameters, called hyperparameters. Hierarchical Bayes approach (Gill, 2008) is involved when the form of probability density function of hyperparameters are known. Let \( Y_1, Y_2, \ldots, Y_n \) be random samples from a population with probability density function \( f(y; \theta) = f(y | \theta) \), where parameter \( \theta \) is a value of random variable \( \Theta \) and \( f(y | \theta) \) is a conditional density function of random variable \( Y \) when defined \( \Theta = \theta \). Let \( h(\theta | Y_1, Y_2, \ldots, Y_n) \) be a conditional density function of random variable \( \Theta \) given the observed values \( Y_1, Y_2, \ldots, Y_n \). Suppose \( Y_1 = y_1, Y_2 = y_2, \ldots, Y_n = y_n \) then \( h(\theta | y) \) is the posterior density function. \( \pi(\theta) \) is a prior density function of \( \Theta \). For continuous random variable \( \Theta \), the posterior density function can be derived as following.

\[ h(\theta | y) = \frac{L(\theta) \cdot \pi(\theta)}{\int L(\theta) \cdot \pi(\theta) \, d\theta} \propto L(\theta) \cdot \pi(\theta). \]  

(7)

Likewise, the integral sign in equation (7) can be replaced by summation to obtain the posterior density function for discrete random variable \( \Theta \).

In this research, the derivation of parameter estimators is divided into two cases as follows.

#### 3.1 Noninformative priors for \( \hat{\beta} \) and \( \sigma^2 \)

Assuming independent noninformative priors for both \( \hat{\beta} \) and \( \sigma^2 \) as \( \pi(\hat{\beta}) \propto c \), where \( c \) is constant, and \( \pi(\sigma^2) \propto \frac{1}{\sigma^2} \).

Consider the joint posterior density functions of \( \hat{\beta} \) and \( \sigma^2 \)
Then, the full conditional posterior density function of $\beta$ with squared error loss function is obtained as

$$
\begin{align*}
h_i(\beta | \sigma^2, y) &\propto \left[1 + \frac{1}{\nu \sigma^2} (y - X\hat{\beta})' \Omega^{-1} (y - X\hat{\beta}) + \frac{1}{\nu} (\beta - \hat{\beta})' \left(\frac{X' \Omega^{-1} X}{\sigma^2}\right)^{-1} \left(\beta - \hat{\beta}\right)\right]^{-\frac{v+n}{2}}. 
\end{align*}
$$

(8)

Thus, the posterior density of parameter $\beta$ is resulted as multivariate $t$ distribution

$$
\beta | \sigma^2, Y \sim t\left(v, \hat{\beta}, \left(\frac{X' \Omega^{-1} X}{\sigma^2}\right)^{-1}\right).
$$

(9)

Solving the joint posterior density functions of $\beta$ and $\sigma^2$ in equation (8), then we obtain the full conditional posterior density function of $\sigma^2$ as

$$
\begin{align*}
h_i(\sigma^2 | \beta, y) &\propto \frac{1}{(\sigma^2)^{\frac{v+n}{2}}} \times \left[1 + \frac{1}{\nu \sigma^2} (y - X\hat{\beta})' \Omega^{-1} (y - X\hat{\beta}) + (\beta - \hat{\beta})' \left(\frac{X' \Omega^{-1} X}{\sigma^2}\right)^{-1} \left(\beta - \hat{\beta}\right)\right]^{-\frac{v+n}{2}}. 
\end{align*}
$$

(10)

Since, the full conditional posterior density function of $\sigma^2$ is complicated and cannot rearrange into a known closed form. Hence, numerical procedure, such as Gibbs sampling, is applied to find the estimate of parameter $\sigma^2$.

3.2 Informative priors for $\beta$ and $\sigma^2$

Suppose parameters $\beta$ and $\sigma^2$ are independent and assume informative priors for $\beta$ and $\sigma^2$ as follows. $\beta \sim N(\mu, m \sigma^2 I)$, and hyperparameter $\mu \sim N(\mu_0, v_0 I)$, where $m$, $\mu_0$ and $v_0$ are known values. $\sigma^2 \sim IG(\alpha, \gamma)$ and hyperparameters $\alpha$ and $\gamma$ are distributed as inverted gamma, $\alpha \sim IG(f_0, e_0)$ and $\gamma \sim IG(r_0, m_0)$, where $f_0$, $e_0$, $r_0$ and $m_0$ are known values.
The joint posterior density function of $\beta, \sigma^2, \mu, \alpha$ and $\gamma$ are expressed as

$$h(\beta, \sigma^2, \mu, \alpha, \gamma \mid y) \propto \left\{ 1 + \frac{1}{v \sigma^2} \left[ (y - X\hat{\beta})' \Omega^{-1} (y - X\hat{\beta}) + (\beta - \hat{\beta})' X' \Omega^{-1} X (\beta - \hat{\beta}) \right] \right\}^{(v+n)/2}$$

$$\times \frac{1}{(2\pi \sigma^2)^{p/2}} e^{-\frac{1}{2\sigma^2}((\beta - \mu)'(\beta - \mu))} \times \frac{1}{(2\pi \nu_0)^{p/2}} e^{-\frac{1}{2\nu_0}((\mu - \mu_0)'(\mu - \mu_0))} \times \frac{\gamma^\alpha}{\Gamma(\alpha)} (\sigma^2)^{-(\alpha+1)/2}$$

$$\times \frac{e^{\nu_0/2}}{\Gamma(\nu_0)} (\gamma)^{-(\nu_0+1)/2} \times \frac{m_{\nu_0}/2}{\Gamma(m_{\nu_0})} e^{-m_{\nu_0}/2 \sigma^2} \times \frac{\mu^\alpha}{\Gamma(\mu)} (\mu^\alpha)^{-\alpha+1} \times \frac{\alpha^\beta}{\Gamma(\alpha^\beta)} (\alpha^\beta)^{-\beta+1} \times \frac{\gamma^\gamma}{\Gamma(\gamma^\gamma)} (\gamma^\gamma)^{-\gamma+1}.$$

Then, the full conditional posterior density function of $\beta$ is obtained as

$$h_1(\beta \mid \sigma^2, \mu, \alpha, \gamma, y) \propto \left\{ 1 + \frac{1}{v \sigma^2} \left[ (y - X\hat{\beta})' \Omega^{-1} (y - X\hat{\beta}) + (\beta - \hat{\beta})' X' \Omega^{-1} X (\beta - \hat{\beta}) \right] \right\}^{(v+n)/2}$$

$$\times \frac{1}{(2\pi \sigma^2)^{p/2}} e^{-\frac{1}{2\sigma^2}((\beta - \mu)'(\beta - \mu))} \times \frac{\gamma^\alpha}{\Gamma(\alpha)} (\sigma^2)^{-(\alpha+1)/2}$$

and the full conditional posterior density function of $\sigma^2$ is

$$h_2(\sigma^2 \mid \beta, \mu, \alpha, \gamma, y) \propto \left\{ 1 + \frac{1}{v \sigma^2} \left[ (y - X\hat{\beta})' \Omega^{-1} (y - X\hat{\beta}) + (\beta - \hat{\beta})' X' \Omega^{-1} X (\beta - \hat{\beta}) \right] \right\}^{(v+n)/2}$$

$$\times \frac{1}{(2\pi \sigma^2)^{p/2}} e^{-\frac{1}{2\sigma^2}((\beta - \mu)'(\beta - \mu))} \times \frac{\gamma^\alpha}{\Gamma(\alpha)} (\sigma^2)^{-(\alpha+1)/2}$$

Next, the full conditional posterior density function of $\mu$ is yielded as

$$h_3(\mu \mid \beta, \sigma^2, \alpha, \gamma, y) \propto e^{\frac{1}{2} (\mu - \mu)^T \Omega^{-1} (\mu - \mu)}.$$
where \( A^{-1} = \left( \frac{1}{m\sigma^2} + \frac{1}{\nu_0} \right) \) and \( \bar{\mu} = A \left( \frac{\beta}{m\sigma^2} + \frac{\mu_0}{\nu_0} \right) \).

Thus, the posterior distribution of \( \mu \) follows normal distribution,

\[
\mu | \beta, \sigma^2, \alpha, \gamma, Y \sim N(\bar{\mu}, A).
\]

Finally, full conditional posterior density functions of \( \alpha, \gamma \) are resulted as

\[
h_3(\alpha | \bar{\beta}, \sigma^2, \gamma, y) \propto \frac{1}{\Gamma(\alpha)} (\alpha)^{\left(\frac{\nu}{2}\right)} e^{\frac{-\nu}{2} \frac{\bar{\beta}^2}{\sigma^2}} (\sigma^2)^{-\alpha},
\]

\[
h_4(\gamma | \bar{\beta}, \sigma^2, \alpha, y) \propto (\gamma)^{\left(\frac{\mu}{2}\right)} e^{\frac{-\mu}{2} \frac{\bar{\beta}^2}{\sigma^2}} (\sigma^2)^{-\gamma}.
\]

Similar to noninformative priors, full conditional posterior density functions of \( \beta \) and \( \sigma^2 \) are complicated and cannot be simplified to an explicit form. To ease computation, Gibbs sampler is used to obtain the estimates of parameters by alternately generating parameters from marginal posterior distributions. With large enough sample, a sequence of simulated parameter which approximately follows a specified probability distribution is obtained and therefore its characteristics, such as mean and variance, can be estimated.

4 Gibbs Sampling Procedure

4.1 Gibbs sampler for noninformative priors

The estimates of parameters using hierarchical Bayes method with vague priors can obtain via Gibbs sampler as following steps.

1) Drawing \( \bar{\beta}^{(i+1)} \) from \( \beta^{(i+1)} | \sigma^{2(i)}, y \sim t \left( \nu, \hat{\beta}, \left( \frac{X'\Omega^{-1}X}{\sigma^{2(i)}} \right)^{-1} \right) \),

2) Drawing \( \sigma^{2(i+1)} \) from \( \sigma^{2(i+1)} | \bar{\beta}^{(i)}, y \sim IG(0.01, 0.01) \).

4.2 Gibbs sampler for informative priors

The conditional posterior distribution of \( \bar{\beta} \) and \( \sigma^2 \) are constructed according to the following steps.

1) Drawing \( \bar{\beta}^{(i+1)} \) from \( \beta^{(i+1)} | \sigma^{2(i)}, \alpha^{(i)}, \gamma^{(i)}, y \sim t \left( \nu, \mu, \sigma^{2(i)} \right) \), where \( \mu \sim N(\mu_0, \nu_0) \) and \( \sigma \sim IG(\alpha, \gamma) \),

2) Drawing \( \sigma^{2(i+1)} \) from \( \sigma^{2(i+1)} | \bar{\beta}^{(i)}, \alpha^{(i)}, \gamma^{(i)}, y \sim IG(\alpha, \gamma) \), where \( \alpha \sim IG(f_0, e_0) \) and \( \gamma \sim IG(r_0, m_0) \),

3) Drawing \( \bar{\mu}^{(i+1)} \) from \( \mu^{(i+1)} | \bar{\beta}^{(i)}, \sigma^{2(i)}, y \sim N(\bar{\mu}, A) \), where
\[
A^{-1} = \left( \frac{1}{\sigma^2} + \frac{1}{\nu_0} \right) \text{ and } \tilde{\mu} = A \left( \frac{\beta^{(r+1)}}{\sigma^2} + \frac{\mu_0}{\nu_0} \right),
\]

4) Drawing $\alpha^{(r+1)}$ from $\alpha^{(r+1)} | \beta^{(r+1)}, \sigma^{2(r+1)}, \mu^{(r+1)}, \gamma^{(r)}, \gamma \sim IG(f_0, e_0)$, where $f_0 = 0.01, e_0 = 0.01$.

5) Drawing $\gamma^{(r+1)}$ from $\gamma^{(r+1)} | \beta^{(r+1)}, \sigma^{2(r+1)}, \mu^{(r+1)}, \alpha^{(r)}, \gamma \sim IG(r_0, m_0)$, where $r_0 = 0.01, m_0 = 0.01$.

### Results and Discussion

In this paper, the multiple linear regression model with two regressors is considered with the presence of correlated random errors with intraclass correlation structure and multivariate t distribution. Both regressors are constructed from standard normal distribution. Data are constructed on three correlation coefficient levels as low ($\rho = 0.1$), moderate ($\rho = 0.5$) and high ($\rho = 0.9$) with the sample size of 60, 100, 250 and 350. The simulation is repeated 1,000 times and Gibbs sampler is implemented for parameter estimation. For each situation, three estimates of parameter obtained from maximum likelihood (ML), hierarchical Bayes using noninformative priors (HBN) and informative priors (HBI) are compared. The bias, variance and mean square error (MSE) are considered as criteria for comparison.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\rho$</th>
<th>$\text{MSE}$</th>
<th>$\text{Bias}$</th>
<th>$\text{Variance}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ML</td>
<td>HBN</td>
<td>HBI</td>
</tr>
<tr>
<td>60</td>
<td>0.1</td>
<td>4.705</td>
<td>6.089</td>
<td>0.572</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>5.131</td>
<td>5.331</td>
<td>0.916</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>4.225</td>
<td>4.596</td>
<td>0.138</td>
</tr>
<tr>
<td>100</td>
<td>0.1</td>
<td>4.617</td>
<td>4.094</td>
<td>0.540</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>5.165</td>
<td>2.093</td>
<td>0.870</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>4.178</td>
<td>1.087</td>
<td>0.119</td>
</tr>
<tr>
<td>250</td>
<td>0.1</td>
<td>4.543</td>
<td>0.773</td>
<td>0.512</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>5.137</td>
<td>0.910</td>
<td>0.971</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>4.180</td>
<td>0.603</td>
<td>0.110</td>
</tr>
<tr>
<td>350</td>
<td>0.1</td>
<td>4.550</td>
<td>0.603</td>
<td>0.485</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>5.064</td>
<td>0.865</td>
<td>0.905</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>4.705</td>
<td>6.089</td>
<td>0.572</td>
</tr>
</tbody>
</table>

The MSE, bias and variance of three regression coefficients obtained from ML, HBN and HBI can be found in Table 1. On overall, MSEs for HBI are smallest in most cases, except for $\rho = 0.5$ and $n = 250, 350$. In all situations, HBI also yields the least bias while HBN yields the least variance. However, the bias of HBN seems to reduce for larger sample sizes. It is also observed that MSEs of three methods tend to decrease with increasing $n$. 
Table 2. The MSE, bias and variance of the estimated error variance ($\sigma^2$)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\rho$</th>
<th>MSE</th>
<th>Bias</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ML</td>
<td>HBN</td>
<td>HBI</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>4.664</td>
<td>5.744</td>
<td>0.068</td>
</tr>
<tr>
<td>60</td>
<td>0.5</td>
<td>15.146</td>
<td>34.943</td>
<td>0.066</td>
</tr>
<tr>
<td>0.9</td>
<td>0.5</td>
<td>380.125</td>
<td>1221.248</td>
<td>0.070</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>4.825</td>
<td>3.408</td>
<td>0.042</td>
</tr>
<tr>
<td>100</td>
<td>0.5</td>
<td>15.294</td>
<td>20.921</td>
<td>0.040</td>
</tr>
<tr>
<td>0.9</td>
<td>0.5</td>
<td>387.047</td>
<td>736.790</td>
<td>0.041</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>4.865</td>
<td>0.235</td>
<td>0.015</td>
</tr>
<tr>
<td>250</td>
<td>0.5</td>
<td>15.637</td>
<td>1.400</td>
<td>0.015</td>
</tr>
<tr>
<td>0.9</td>
<td>0.5</td>
<td>388.775</td>
<td>5.716</td>
<td>0.016</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>4.902</td>
<td>0.067</td>
<td>0.012</td>
</tr>
<tr>
<td>350</td>
<td>0.5</td>
<td>15.867</td>
<td>0.066</td>
<td>0.011</td>
</tr>
<tr>
<td>0.9</td>
<td>0.5</td>
<td>384.836</td>
<td>0.015</td>
<td>0.011</td>
</tr>
</tbody>
</table>

Table 2 displays MSE, bias and variance of the estimated error variance obtained from ML, HBN and HBI. The results reveal that HBI produces the smallest bias, variance and hence MSEs in all situations. The variance of three estimators tends to decrease as the sample size increases. In addition, the bias and MSEs for HBN and HBI are likely to be lower as an increase of $n$.

Conclusion

Several applications of regression model involve prediction which requires good estimates of model parameters. When the assumption of regression analysis is violated, it can influence the quality of parameter estimates and then prediction performance. This research focuses on parameter estimation method when random errors in regression model are correlated with intraclass structure and follow heavy-tailed distribution. Instead of seeking for techniques to resolve the problems, we choose to include more information, both informative and noninformative priors, into the estimation method, called hierarchical Bayes approach, in order to lessen the problem and then compare the result with the classical approach, maximum likelihood.

For regression coefficient estimation, the simulated study indicates that HBN yields the smallest variance while HBI yields the smallest bias and MSEs. For error variance estimation, HBI yields the smallest bias, variance and thus MSEs in all situations under study. As a result, HBI tends to produce the estimators for regression coefficients and error variance more efficient than ML and HBN, which is benefit for prediction performance.

As seen that the parameter estimation based on hierarchical Bayes approach performs rather well when error components violate the model assumptions, specifically correlated errors with intraclass structure and heavy-tailed distribution. Hence, informative priors incorporating into the parameter estimation method can abate the mentioned problem of violation which is useful in practice.
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