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บทคดัยอ
บทความวิจัยน้ีนําเสนอการรูจําปายทะเบียนรถยนตโดย

ใชวิธีการวัดความคลายดวยเทคนิคเฮาดอรฟดิสแทนซ
กระบวนการทํางานประกอบดวยสามกระบวนการหลัก   คือ
กระบวนการหาขอบเขตบรรทัดและขอบเขตตัวอักษร
กระบวนการหาคุณลักษณะพิเศษ  และกระบวนการรูจําปาย
ทะเบยีนรถยนต จากผลการทดลองสามารถรูจําปายทะเบยีน
รถยนตไดอยางถูกตอง 93.50% จากภาพตวัอยางปายทะเบยีน
รถยนตท้ังหมด 200 ปายทะเบียน

1. บทนํา
ปจจุบันจํานวนรถยนตในประเทศมีปริมาณมากขึ้นทําให

เกดิปญหาตาง ๆ  ตามมาอยางมากมาย เชน ปญหาอาชญากรรม
รถยนต ปญหาการจราจรติดขัด เปนตน  จากปญหาท่ีเกิดขึ้น
ทําใหระบบการรูจําปายทะเบียนรถยนตไดรับความสนใจ
มากขึน้ในชวงสองสามปท่ีผานมา การรูจําปายทะเบยีนรถยนต
สามารถนําไปใชในระบบงานควบคุมการจราจร   ระบบงาน
เกบ็คาผานทางอัตโนมัต ิ  และระบบงานบริหารจดัการสถานท่ี
จอดรถยนต เปนตน

ปจจุบันงานวิจัยประยุกตทางดานการรูจําปายทะเบียน
รถยนตมีมากมายท้ังในประเทศและตางประเทศ ซ่ึงใชวิธีการ
ท่ีแตกตางกนัไปดงัน้ี งานของ Yasuharu  และทีมงาน  [6] ใชวธิี
การ Hough transform and voted block matching  งานของ
Yuntao และ Qian [7] ใชวิธ ี Markov random field (MRF)
และ genetic algorithm เพ่ือรูจําปายทะเบียนรถยนตจาก
ว ิดีโอ และงานของ E.R. Lee และทีมงาน [3] ใชวิธีโครงขาย
ประสาทเทียม (Neural network) เปนตน  สําหรับประเทศไทย
มีการศึกษาและวิจัยการรูจําปายทะเบียนรถยนตอยางแพร
หลาย แตเปนการรูจําเพียงบางสวน คือเปนการรูจําเฉพาะ
ขอมูลบรรทัดบนเทาน้ัน  โดย ทนงศกัดิ ์และโกสินทร  [5] เสนอ
วิธีการโครงขายประสาทเทียมแบบแพรกระจายยอนกลับ
ส่ีช้ัน (four-layer back-propagation neural network method)
ผลการรูจําถูกตอง 80.81% จากตัวอยางภาพปายทะเบียน

รถยนต 70 ปายทะเบียน  ปญหาท่ีพบในงานวิจัยน้ีคือ ความ
สกปรกของปายทะเบียน และนอตท่ีติดอยูในปายทะเบียน
มีผลทําใหการรูจําผิดพลาด   ตอมา เอกรัฐ และ วุฒิพงศ [2]
เสนอวิธีการตัดและจําแนกตัวอักษร (characters cut and
classification method)  ผลการรู จําถูกตอง 70.59%
จากภาพปายทะเบียนรถยนต  85 ปายทะเบียน

สําหรับงานวจิัยน้ีเปนการรูจําท้ังปายทะเบยีน (บรรทัดบน
และบรรทัดลาง) โดยเสนอวธิกีารวัดความคลายของตวัอักษร
ดวยเทคนิคเฮาดอรฟดิสแทนซ   มีงานวจิัยท่ีนําวิธกีารน้ีมาใช
ในการรูจําตวัอักษรไทยในแฟมเอกสาร (OCR) โดย สน่ัน ศรีสุข
[4]  ใชวิธีการน้ีรูจําตัวอักษรภาษาไทยในแฟมเอกสาร  ซ่ึงได
ทดสอบกับตัวอักษรไทยจํานวน  66,771  ตัว ท่ี สัญญาณ
รบกวนในระดบัตาง ๆ   ผลท่ีไดมีความถูกตองในระดบัท่ีสูงมาก

สําหรับการเรียบเรียงบทความจะเปนดังน้ี ในหัวขอท่ี 2
อธิบายโครงสรางกระบวนการรู จําปายทะเบียนรถยนต
หัวขอท่ี 3  อธิบายขั้นตอนวิธีการหาขอบเขตบรรทัดและหา
ขอบเขตตัวอักษร  ในหัวขอท่ี 4 อธิบายขั้นตอนวิธีการหา
คุณลักษณะพิเศษของปายทะเบียนรถยนต ในหัวขอท่ี 5
อธิบายขั้นตอนวิธีการรูจําปายทะเบียนรถยนตดวยเทคนิค
เฮาดอรฟดิสแทนซ  และหัวขอสุดทายอธิบายผลการทดลอง
และงานวิจัยในอนาคต

2. โครงสรางระบบการรูจําปายทะเบียนรถยนต
งานวิจัยน้ีใชตัวอยางภาพปายทะเบียนรถยนตประเภท

ส่ีลอตามกฎกรมการขนสงทางบกท่ีผานกระบวนการประมวล
ผลเบื้องตนแลว  จํานวน  200  ภาพ  และมีขนาด 400x150
จดุภาพ  รูปแบบปายทะเบยีนรถยนตประกอบดวยสองบรรทัด
คือบรรทัดบน (Upper Line) และบรรทัดลาง (Lower Line)
ซ่ึงขอมูลบรรทัดบนแสดงขอมูลตัวอักษรประจําหมวดจํานวน
2  ตัว (2-position character category)  และตามดวยตัวเลข
จํานวน 1  ถึง  4  ตวั (4-digit running number)  สําหรับขอมูล
บรรทัดลางแสดงขอมูลช่ือจังหวัด (Province-name block)
ตวัอยางภาพตนแบบท่ีใชในงานวจิัยแสดงดงัภาพท่ี 1

* ภาควิชาคอมพิวเตอรศึกษา  คณะครุศาสตรอุตสาหกรรม สจพ.
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ภาพท่ี 1  ตัวอยางปายทะเบียนรถยนตประเภทส่ีลอ 

Upper Line 

Lower Line 

2-position 
character 
category 

4-digit  
running number 

Province-name Block 

โครงสรางระบบการรูจําปายทะเบียนรถยนตดวยเทคนิค
เฮาดอรฟดิสแทนซ  ประกอบดวย 3 กระบวนการดั งน้ี
กระบวนการหาขอบเขตบรรทัดและขอบเขตตัวอักษร
เปนกระบวนท่ีนําภาพปายทะเบียนรถยนตท่ีผานกระบวน
การประมวลผลเบื้องตน  มาหาขอบเขตของบรรทัดบนและ
ขอบเขตของบรรทัดลาง  แลวนําขอบเขตของบรรทัดบนมาหา
ขอบเขตของตวัอักษรแตละตวั  จากน้ันนําภาพตวัอักษรท่ีหา
ไดแตละตัวและภาพช่ือจังหวัดในบรรทัดลางเขาสูกระบวน
การหาคุณลักษณะพิเศษ  แลวนําขอมูลคุณลักษณะพิเศษ
ท่ีหาไดปอนเขาสูกระบวนการรูจํา  โดยการวัดความคลาย
ดวยเทคนิคเฮาดอฟดสิแทนซ  ดังแสดงในภาพท่ี 2

ภาพท่ี 2  โครงสรางระบบการรูจําปายทะเบียนรถยนต

3. การหาขอบเขตบรรทัดและขอบเขตตัวอักษร
การหาขอบเขตบรรทัดและขอบเขตตัวอักษรจากภาพ

ปายทะเบียนรถยนตแบงออกเปนสองกระบวนการ  คือ
กระบวนการหาขอบเขตของบรรทัด (Line Segmentation)

และกระบวนการหาขอบเขตของตัวอักษร  (Characters
Segmentation)  ซ่ึงท้ังสองสวนมีอัลกอริทึมในการทํางานดงัน้ี

3.1 การหาขอบเขตบรรทัด
การหาขอบเขตบรรทัดสามารถทําไดโดยการทําโปรเจคช่ัน

แนวนอน (Horizontal Projection) ดังสมการท่ี 1

                                                                         (1)

โดยท่ี P(x, y)  คือ คาความเขมสีดําในภาพปายทะเบียน
รถยนต ณ พิกัด x และพิกัด y

ผลลัพธท่ีไดจากกระบวนการหาขอบเขตบรรทัด คือคา
พิกดั (x, y) ขอบเขตของแตละบรรทัด (คาพิกดับนและลางของ
บรรทัดบนและบรรทัดลาง) กระบวนการหาขอบเขตบรรทัด
แสดงในภาพท่ี 3

ภาพท่ี 3  กระบวนการแบงขอบเขตบรรทัด

3.2 การหาขอบเขตตัวอักษร
หลังจากกระบวนการแบงขอบเขตบรรทัดเพ่ือหาพ้ืนท่ี

บรรทัดบนและบรรทัดลาง  ขัน้ตอนตอไปคือ การแบงขอบเขต
ตัวอักษรแตละตัวในบรรทัดบนโดยวิธีการทําโปรเจคชัน
แนวตั้ง (Vertical Projection)  ดังสมการท่ี 2  กระบวนการ
แบงขอบเขตตัวอักษรแสดงในภาพท่ี 4

                                                                         (2)

 
Line Segmentation

∑
=

=

=
maxx

0x

yxPxPxPXHorizontal )),(()(

∑
=

=

=
maxy

0y
yxPyPXVerticalPx )),(()(



29ÇÒÃÊÒÃà·¤â¹âÅÂ ÕÊÒÃÊ¹à·È»Ü·Õè 1 ©ºÑº·Õè 2 ¡Ã¡®Ò¤Á - ¸Ñ¹ÇÒ¤Á 2548

º·¤ÇÒÁÇÔ¨ÑÂ : ¡ÒÃÃÙˆ¨Ó»ˆÒÂ·ÐàºÕÂ¹Ã¶Â¹µ‹ä·Ââ´Âãªˆà·¤¹Ô¤àÎÒ´ÍÃ‹¿´ÔÊá·¹«‹

ภาพท่ี 4  กระบวนการหาขอบเขตตัวอักษรในบรรทัดบน

ผลลัพธท่ีไดจากกระบวนการหาขอบเขตตวัอักษร  คอื คา
พิกัด (x, y) ขอบเขตของตัวอักษรแตละตัว (คาพิกัดบนซาย
คาพิกัดบนขวา คาพิกัดลางซาย และคาพิกัดลางขวา)  ซ่ึงคา
พิกัดภาพดังกลาวจะถูกสงเขาสูกระบวนการหาคุณลักษณะ
พิเศษของตัวอักษรตอไป

4. การหาคุณลักษณะพิเศษ
เปนกระบวนการเพ่ือเฟนหาคุณลักษณะพิเศษของตัว

อักษรแตละตัวในบรรทัดบน  และคุณลักษณะพิเศษช่ือ
จังหวัดในบรรทัดลาง รายละเอียดและขั้นตอนมีดังน้ี

4.1 การหาคุณลักษณะพิเศษของตัวอักษร
กระบวนการเร่ิมตนจากการนําคาพิกัดภาพตัวอักษร

แตละตัวท่ีไดจากขั้นตอนการหาขอบเขตตัวอักษร  มาแบง
พ้ืนท่ีออกเปนบล็อกขนาด 5x5 บล็อก จํานวน 25 บล็อก
จากน้ันทําโปรเจคชันภาพดังสมการท่ี 3  เพ่ือนับคาความถ่ี
สะสมของจุดภาพท่ี มีค าความเขมสีดําของแตละบล็อก
ผลลัพธท่ีได คือคาคุณลักษณะพิเศษของตัวอักษรแตละตัว
จํานวน 25 คา ดังแสดงในภาพท่ี 5

                                                                         (3)

4.2 การหาคุณลกัษณะพิเศษของช่ือจังหวดั
เปนขั้นตอนเพ่ือเฟนหาคณุลักษณะพิเศษขอมูลช่ือจังหวดั

ในบรรทัดลาง  กระบวนการน้ีเร่ิมตนโดยนําคาพิกัดภาพช่ือ
จังหวดัท่ีไดจากขัน้ตอนการหาขอบเขตบรรทัด   มาแบงพ้ืนท่ี
ออกเปน 3 สวน (Section) ดังแสดงในภาพท่ี 6 (a)   นําพ้ืนท่ี

ภาพช่ือจังหวัดแตละสวนมาแบงออกเปนบล็อกขนาด 5x5
บล็อก จํานวน 25 บลอ็ก รวมท้ังส้ิน 75 บล็อก (พ้ืนท่ี 3 สวน ๆ
ละ 25 บล็อก)  ดังภาพท่ี 6 (b)  หลังจากน้ันทําโปรเจคชันกับ
ภาพช่ือจังหวัดแตละบล็อกดวยสมการท่ี 3 เพ่ือนับคาความถ่ี
สะสมของจุดภาพท่ีมีคาความเขมสีดําของแตละบล็อกแสดง
ในภาพท่ี 6 (c)

ภาพท่ี 5  กระบวนการหาคุณลักษณะพิเศษของตัวอักษร

5. การรูจาํดวยเทคนิคเฮาดอรฟดิสแทนซ
ในสวนน้ีเปนการนําเสนอการรูจําปายทะเบียนรถยนต

โดยใชเทคนิคเฮาดอร ฟดสิแทนซ เพ่ือการวดัความคลายระหวาง
ภาพปายทะเบียนตนแบบกับปายทะเบียนรถยนตท่ีทดสอบ
สมการเฮาดอรฟดิ สแทนซแสดงในสมการท่ี  4 และ 5
ตามลําดับ

 Character Segmentation

 

Divided into 5x5 block

Summation
 

199 168 96 . . . 98
  Feature1,   Feature2,   Feature3,        ...,       Feature25

 

H(A,B)   =  Max(h(A,B),h(B,A))
where

h(A,B) = Max Min ||a⋅b||

                                                                         (4)

                                                                         (5)
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Divided into 3 blocks
 

            Section1         Section2        Section3

 

Divided into 5x5 blocks
 

            Section1         Section2        Section3

 
Summation

 

65,48,...,28 80,68,...,57 33,42,...,21
 Feature in sec.1         sec.2                 sec.3

(a)

(b)

(c)

ภาพท่ี 6   กระบวนการหาคุณลักษณะพิเศษช่ือจังหวัด

กําหนดให เซตขอมูล  A={a1,a2,a3,…, ap}  คือขอมูล
คุณลักษณะพิเศษของภาพปายทะเบียนท่ีทดสอบ  และเซต
ขอมูล B={b1, b2, b3, …,bq}  คือขอมูลคุณลักษณะพิเศษ
ของภาพปายทะเบียนตนแบบ นําเซตขอมูลท้ัง 2 ภาพมา
พิจารณาเปรียบเทียบระยะทาง  โดยสมการเฮาซดอร ฟดิส-
แทนซซ่ึงแทนดวย H(A,B)  จากสมการท่ี 5 h(A,B) เปนการ
นํา  a∈A  หน่ึงตําแหนงไปวัดระยะทาง (Distance) กับ B
ทุกตําแหนง  แลวเลือกระยะทางท่ีมีคานอยท่ีสุดไว จากน้ัน
เลื่อนตําแหนงของ  a  และนําไปวัดระยะทางกับ  B  อีกคร้ัง
ทําซํ้าจนกระท่ังส้ินสุด  A  แลวเลือกคาท่ีวัดระยะทางระหวาง
A  กับ  B  ท่ีมีคามากท่ีสุดเพียงคาเดียวออกมา (เปนตําแหนง
ท่ี  A  ไกลจาก  B  มากท่ีสุด) สมการท่ี 4 เปนการวัดระยะทาง
จาก  A  ไป  B  และจาก  B  ไป  A  แลวเลือกระยะทางท่ีไกล
ท่ีสุด ซ่ึงก็คือเปนการวัดจุดท่ีมีความผิดพลาด (Mismatch)
ระหวาง  A  กับ  B  มากท่ีสุดน่ันเอง [1]

ผูวจิยัขอยกตวัอยางการรูจําปายทะเบยีนรถยนตหมายเลข
ทะเบียน “พม 2049” และช่ือจังหวัด “กรุงเทพมหานคร”

ในกระบวนการรูจําแบงออกเปน 2 กระบวนการ คือกระบวน
การรูจําตัวอักษรในบรรทัดบน (Character recognition on
Upper Line)   และการรูจําช่ือจงัหวดัในบรรทัดลาง (Province-
Name Block Recognition on Lower Line)  โดยรายละเอียด
และขั้นตอนการรูจําตัวอักษรในบรรทัดบนเร่ิมตนจากการ
กําหนดใหขอมูลคณุลกัษณะพิเศษจํานวน 25 คาของตวัอักษร
“พ” , “ม” และตัวเลข  “2”, “0”, “4”, “9”  แตละตัวคือขอมูลท่ี
ทดสอบการรูจําเปนสมาชิกของเซต A และขอมูลคุณลักษณะ
พิเศษของตัวอักษร “ก” ถึง “ฮ”  ตัวเลข “0” ถึง “9”  คือขอมูล
ตนแบบในฐานขอมูลเปนสมาชิกของเซต B นําขอมูลสมาชิก
ของเซต A  เปรียบเทียบระยะทางกับขอมูลสมาชิกทุกตัวใน
เซต B  เพ่ือหาระยะทางท่ี ใกล ท่ี สุด  ดังแสดงในภาพท่ี  7
สําหรับกระบวนการรูจําช่ือจังหวัดในบรรทัดลางมีขั้นตอน
เร่ิมจากกําหนดใหขอมูลคุณลักษณะพิเศษจํานวน 75 คาของ
จังหวัด “กรุงเทพมหานคร”  คือขอมูลท่ีทดสอบการรูจําเปน
สมาชิกของเซต A   และขอมูลคุณลักษณะพิเศษช่ือจังหวัด
ในประเทศไทยจํานวน 76 จังหวัด  คือขอมูลตนแบบในฐาน
ขอมูลเปนสมาชิกของเซต B  (สําหรับงานวจิยัน้ีใชตวัอยาง  7
จังหวัด คือ “กรุงเทพมหานคร”,  “ชัยนาท”, “นครสวรรค”,
“นนทบุรี”,  “สมุทรปราการ”, “สุพรรณบุรี” และ “อุทัยธานี”)
นําขอมูลสมาชิกของเซต A  เปรียบเทียบระยะทางกบัสมาชิก
ทุกตัวในเซต B เพ่ื อหาระยะทางท่ี ใกล ท่ี สุด ดังแสดงใน
ภาพท่ี  8

ภาพท่ี 7  กระบวนรูจําตัวอักษรในบรรทัดบน

Input Pattern
a∈A

Reference Pattern
b∈B

 

H(A,B) > 0

H(A,B) = 0

H(A,B) < 0

H(A,B) < 0

H(A,B) > 0
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Input Pattern
a∈A

Reference Pattern
b∈B

H(A,B) = 0

H(A,B) < 0

H(A,B) < 0

H(A,B) > 0

H(A,B) > 0

H(A,B) > 0

H(A,B) > 0

ภาพท่ี 8  กระบวนการรูจําช่ือจังหวัดในบรรทัดลาง

6. ผลการทดลอง และงานวิจัยในอนาคต
เม่ือทําการทดลองการรูจําปายทะเบียนรถยนตท้ังหมด

จํานวน 200 ปายทะเบียน ไดผลการทดลองดังตารางท่ี 1
ปญหาท่ีพบในการทดลองคือ ความสมบูรณของภาพปาย
ทะเบียนท่ี นํามาทดสอบ เชน ความสกปรก  กรอบป าย
ทะเบียนปดขอมูล และนอตหรือสกรูติดในปายทะเบียน  อีก
ปญหาหน่ึงท่ีพบกค็ือ ปญหาความคลายคลงึกนัของตวัอักษร
เชน ตวัอักษร “ค” กบัตวัอักษร “ศ” , ตวัอักษร “บ” กบัตวัอักษร
“ป” , ตัวอักษร “ก” กับตัวอักษร “ภ” และตัวอักษร “ท” กับ
ตัวอักษร “ห”  เปนตน

ผลการจํา จํานวนปายทะเบียน
(จากท้ังหมด 200 ปาย)

เปอรเซ็นต
%

จําได 187 93.50

จําไมได 13 6.50

ตารางท่ี 1  ผลการทดลองการรูจําปายทะเบียนรถยนต

สรุปไดวา งานวิจัยน้ีมีผลการรูจําท่ีถูกตองสูงอยางไรก็
ตามยงัพบปญหาท่ีมีผลกระทบตอความถูกตองในการจํา คือ
ความสมบูรณของภาพปายทะเบียน และปญหาความคลาย
กันของตัวอักษร ซ่ึงสามารถแกไขปญหาดวยการจัดกลุมตัว
อักษร และกําหนดขนาดของบล็อกขอมูลใหใหญมากขึ้นใน
ขั้นตอนการหาคุณลักษณะพิเศษ

ส่ิงท่ีตองพัฒนาตอไปในอนาคต คือ การพัฒนาการหา
ขอบเขตตัวอักษรแตละตัว รวมท้ังปรับปรุงการแบงจํานวน
บล็อกในขั้นตอนการหาคุณลักษณะพิเศษของตัวอักษรให
มากพอ เพ่ือใหสามารถแยกความคลายของตัวอักษรได
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