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พนิดา  ยืนยงสวัสดิ*์  และพยุง  มีสัจ**

บทคดัยอ
งานวจิยัน้ี มีวตัถุประสงคเพ่ือพัฒนาโปรแกรมการพยากรณ

ปริมาณการใชยาโดยใชโครงขายประสาทเทียม ใชขอมูล
ปริมาณการใชยาท่ี ถูกเก็บไวในลักษณะของอนุกรมเวลา
(Time Series) สําหรับทําการสอน (Training) โครงขายประสาท
เทียมแบบฟดฟอรเวริดหลายช้ัน การเรียนรูแบบมีการควบคมุ
(Supervised Learning) สําหรับเคร่ืองมือพัฒนาไดใชโปรแกรม
แมตแล็บ 6.5 สรางโมเดลโครงขายประสาทเทียมสําหรับ
การพยากรณ และนําโมเดลท่ีไดไปใชสําหรับการพยากรณ
ปริมาณการใชยาโดยใชโปรแกรมวิชวลเบสิค 6.0  ผลการ
ทดสอบระบบการพยากรณแบบรายวนัซ่ึงใชโมเดลแบบ 3-5-1
และมีการซอนทับของหนาตางแบบ 2 จุดใหคาความผิดพลาด
ท่ี 0.011  สวนการพยากรณแบบรายสัปดาหซ่ึงใชโมเดลแบบ
3-5-1 และมีการซอนทับของหนาตางแบบ 2 จดุซ่ึงใหคาความ
ผิดพลาด 0.052  จากการเปรียบเทียบการพยากรณแบบ
รายวันมีความถูกตองมากกวาการพยากรณแบบรายสัปดาห

คําสําคัญ : การพยากรณ  โครงขายประสาทเทียม ปริมาณ
การใชยา  ดาตาไมนิง

1. บทนํา
1.1 ความเปนมาและความสําคัญของปญหา
ปจจุบันองคกร หรือหนวยงานตาง ๆ  ไดนําเทคโนโลยี

สารสนเทศมาใชงานกันอยางกวางขวางทุกวงการ ทําใหมี
การเก็บขอมูลของระบบงานตางๆ ไวในคลังขอมูลอยู เปน
จํานวนมากจึงควรนําขอมูลท่ีมีอยูมากมายน้ันมาใชใหเกิด
ประโยชนอยางสูงสุดและจาํเปนอยางยิง่ท่ีจะตองควบคมุกระบวน
การแยกหรือสืบคนเพ่ือเจาะลกึขอมูลทางความรูจากฐานขอมูล
ซ่ึงมักใชเคร่ืองมืออยางดาตาไมนิง (Data mining) [1], [2]
ท่ีสามารถดึงขอมูลท่ีซอนเรนอยูและยังไมเคยถูกคนพบ มา
สกัดเปนสารสนเทศ หรือการคาดเดาสารสนเทศท่ีถูกจัดเก็บ

ในคลังขอมูล [3] เพ่ื อสนับสนุนผู บริหารในการวิเคราะห
รูปแบบ (Pattern) และแนวโนม (Trend) ในการประกอบ
การตัดสินใจ และปรับเปลี่ยนกลยุทธ การทําดาตาไมนิงมี
เทคนิคตาง ๆ  หลายเทคนิค ซ่ึงเทคนิคของโครงขายประสาท
เทียม (Neural Networks) ถูกนําไปประยุกตใชในงานดาตา
ไมนิงไดหลายรูปแบบ เชน การพยากรณอากาศ การพยากรณ
หุนในตลาดหลกัทรัพย เปนตน การใชโครงขายประสาทเทียม
จะสามารถสรางโมเดลเพ่ือท่ีจะทําการทํานายหรือพยากรณ
ไดอยางมีประสิทธิภาพโดยการหารูปแบบและแนวโนม
ของขอมูลของส่ิงท่ีเราสนใจ  ซ่ึงโรงพยาบาลเปนองคกรหน่ึง
ท่ีประกอบดวยระบบงานตาง ๆ ท่ี มีการเก็บขอมูลจํานวน
มหาศาลยากตอการทําความเขาใจและการนํามาใช  อีกท้ัง
ยังไมไดมีการดึงขอมูลมาสกัดใหเปนสารสนเทศเพ่ือท่ีจะใช
ประโยชนได ปญหาท่ีมีของโรงพยาบาลคอืตองการสํารองยาให
เปนไปตามความเปนจริงโดยไมสงผลกระทบตองบประมาณ
ในการจัดซ้ือยา และมีความเพียงพอกับความตองการใชยา
ซ่ึงเปนส่ิงสําคญัในการวางแผนและตดัสินใจสําหรับการสํารอง
ยาในอนาคตดวย ดวยเหตผุลน้ีจงึจําเปนตองทราบคาพยากรณ
ปริมาณการใชยาในอนาคตใหใกลเคียงกบัความเปนจริง

1.2 วัตถุประสงค
1.2.1 เพ่ื อสรางโปรแกรมการพยากรณปริมาณ

การใชยาในอนาคต จากโมเดลของโครงขายประสาทเทียม
1.2.2 เพ่ือประเมินผลโมเดลขอมูลในการพยากรณ

ปริมาณการใชยาในอนาคต

2.  ทฤษฎีและงานวิจัยที่เกี่ยวของ
2.1  ดาตาไมนิง (Data mining)
ดาตาไมนิง คือ กระบวนการท่ีจะสกัดความรูท่ีมีประโยชน

จากขอมูลดิบท่ีซอนเรนอยู ท่ีเราไมทราบมากอน ทําใหเกิด
ศักยภาพในการใชขอมูลในฐานขอมูล [4]

2.1.1 ขัน้ตอนในการทําดาตาไมนิง โดยท่ัวไปกระบวน
* นักศึกษา ระดับปริญญาโท คณะเทคโนโลยีสารสนเทศ สจพ.
** อาจารย ระดับ 7 ภาควิชาครุศาสตรไฟฟา  คณะครุศาสตรอุตสาหกรรม สจพ. และ รองคณบดีฝายบริหาร คณะเทคโนโลยีสารสนเทศ สจพ.



20 ÇÒÃÊÒÃà·¤â¹âÅÂ ÕÊÒÃÊ¹à·È »Ü·Õè 2 ©ºÑº·Õè 3 Á¡ÃÒ¤Á - ÁÔ¶Ø¹ÒÂ¹ 2549

º·¤ÇÒÁÇÔ¨ÑÂ : ¡ÒÃ¾ÂÒ¡Ã³‹»ÃÔÁÒ³¡ÒÃãªˆÂÒã¹âÃ§¾ÂÒºÒÅâ´Âãªˆâ¤Ã§¢‡ÒÂ»ÃÐÊÒ·à·ÕÂÁ

การในการทําดาตาไมนิง ประกอบดวย 5 ขั้นตอนใหญๆ คือ
1) การกําหนดวัตถุประสงค (Business Objective

Determination)
2) การเตรียมขอมูล (Data Preparation) เปนการทํา

ปรับขอมูลใหอยูในรูปแบบท่ีเหมาะสม ซ่ึงประกอบดวย 3
ขั้นตอนดังน้ี

2.1) การคัดเลือกขอมูล (Data Selection)
ซ่ึงเปนการกําหนดลักษณะ และคัดเลือกขอมูลท่ีตองการ
และนําขอมูลท่ีไมตองการออก โดยพิจารณาจากวตัถุประสงค
ท่ีกําหนดไว และทําการแปลงขอมูลท่ีใชจากหลายแหลง
ใหอยู ในรูปแบบเดียวกัน ในการคัดเลือกขอมูลท่ีจะใชน้ัน
ควรตองเขาใจความหมาย ประเภทของขอมูล และคาท่ีสามารถ
เปนไปไดสําหรับขอมูล ซ่ึงลกัษณะของขอมูลน้ันสามารถแบง
ไดเปน 2 ลักษณะคือ

ก) ข อมูลเชิ งคุณภาพ (Categorial)
ประกอบดวย 2 แบบคอื แบบเชิงนาม (Nominal) หมายถึง คา
ของขอมูลท่ีไมสามารถทําการจดัลําดบัได เชน สถานภาพสมรส
(โสด แตงงาน หมาย) และแบบลําดับ (Ordinal) หมายถึง
คาของขอมูลท่ีสามารถนํามาจดัลาํดบัได และลําดับของขอมูล
ม ีความสําคัญ เชน อัตราการใชบัตรเครดิตของลูกคา (ดี
ปานกลาง ไมดี)

ข) ขอมูลเชิงปริมาณ (Quantitative)
ประกอบดวย 2 แบบ คือแบบตอเน่ือง (Continuous) หมายถึง
ตั วแปรท่ี เป นตั วเลขและค าของขอมูลมีความตอเน่ื อง
มักแสดงเปนตัวเลขท่ี เปนจํานวนจริง เชน ขอมูลรายได
และแบบไมตอเน่ือง (Discrete) หมายถึง ตวัแปรท่ีเปนตวัเลข
และคาของขอมูลเปนคาท่ีไมตอเน่ืองกัน มักแสดงเปนตวัเลขท่ี
เปนจํานวนเต็ม เชน ขอมูลจํานวนลูกคาในรานคาแหงหน่ึง

2.2) การเตรียมขอมูล (Data Preprocessing)
เปนการนําขอมูลท่ีเลือกไวแลว มาทําการตรวจสอบอีกคร้ัง
โดยใชกระบวนการทางสถิต ิเพ่ือคดัเลอืกใหเหลอืเฉพาะขอมูล
ถูกตองและพรอมสําหรับการทําดาตาไมนิงเทาน้ัน ซ่ึงส่ิงท่ี
ตองทําการตรวจสอบคือ ความถูกตองครบถวนของขอมูล
น่ันคือขอมูลไมมีการสูญหาย ไมมีขอมูลรบกวน (Noisy Data)
หรือมีขอมูลท่ีมีคาผิดปกตแิตกตางไปจากท่ีควรจะเปน ซ่ึงอาจ
เกิดจากการปอนขอมูลผิดพลาด เชน บันทึกคาสวนสูงของ
นักเรียนเปนคาตดิลบ

2.3) การแปลงขอมูล (Data Transformation)
เปนการแปลงขอมูลท่ีตองนํามาใชใหเหมาะกับอัลกอริทึม

(Algorithm) แตละแบบของดาตาไมนิง เชน การปรับอัตราสวน
ตัวเลขใหอยูในชวง 0 – 1 เพ่ือใชกับอัลกอริท ึมในโครงขาย
ประสาทเทียม (Neural Network)

3) การทําดาตาไมนิง (Data Mining) เปนการประมวล
ผลขอมูลตามอัลกอริทึมท่ีไดกําหนดไว  ในขั้นตอนน้ีจะมี
ความสัมพันธกับการวิเคราะหขอมูลและขั้นตอนท่ีผานมา
โดยเม่ือทําในสวนของดาตาไมนิงแลวอาจจะตองยอนกลับไป
ทําในขั้นตอนท่ี 2 ใหม ในการพัฒนาในสวนของดาตาไมนิง
จะเกี่ยวของกบัการใชอัลกอริทึมหลาย ๆ  แบบ ซ่ึงการเลือกใช
อัลกอริทึมน้ันจะพิจารณาจากปญหาและลักษณะของขอมูล

4) การวิเคราะหผลลัพธ (Analysis of Result) เปน
การวิเคราะหและแปลความหมายผลลัพธ ท่ีไดจากการทํา
ดาตาไมนิง ซ่ึงถาไมสามารถยอมรับได อาจแกไขโดยเลือก
ใชขอมูลท่ีมีปริมาณมากขึ้น หรือเลือกใชอัลกอริทึมอ่ืนแทน
ซ่ึงการทําดาตาไมนิงน้ีตองมีการทําซํ้าอยูตลอดเวลา เน่ืองจาก
ส่ิงแวดลอมมีการเปลี่ยนแปลงอยูเสมอ

5) การนํามาประยุกตใชกับธุรกิจ (Assimilation of
Knowledge)  การนําผลลัพธท่ีไดมาประยุกตใช รวมกับสวน
ความรูทางธรุกิจเพ่ือนําไปใชใหเกิดประโยชนตอไป

2.2 การวเิคราะหอนุกรมเวลา (Time Series Analysis)
เปนการพยากรณคาท่ีจะไดมาจากความสัมพันธของคา

กอนหนา ลักษณะของขอมูลท่ีแสดงความสัมพันธกับเวลาน้ัน
โดยท่ัวไปจะอยูในรูปดังน้ี

โดยท่ี t(i) เปนคาลาสุดของขอมูลในชวงเวลาใด ๆ
t(i+1) เปนคาท่ีจะพยากรณ

ในการวเิคราะหชุดของขอมูลท่ีมีความสัมพันธกนัในอนุกรม
เวลาน้ัน เปนการสรางแบบจําลองอีกแบบหน่ึงท่ีมีการนําไป
ประยุกต ใช ในเชิงธุรกิจอยางกวางขวาง เน่ื องจากมีการ
พิจารณาวาคาของขอมูลหรือลักษณะตาง ๆ ท่ีเกิดขึ้นกับ
ขอมูลน้ันมีรูปแบบเฉพาะท่ีมีความสัมพันธกันในเชิงเวลา
ดังน้ันจงึมีการนําขอมูลจากชวงเวลาท่ีผานมากอนหนา มาทํา
การวิเคราะหเพ่ือใหสามารถหาวธิพียากรณคาขอมูลท่ีจะเกิด
ขึ้นในอนาคตได และเม่ือพิจารณาลักษณะของการวิเคราะห
ขอมูลแบบท่ีสัมพันธกบัเวลาน้ีแลว สามารถแบงไดเปน 2 ลกัษณะ

2.2.1 การวิ เคราะห โดยพิจารณาตั วแปรเดี ยว
(Univariate time-series analysis) คือ เปนการนําขอมูลของ

t(1) t(2) t(3) ... t(i-1) t(i) t(i+1)
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ตัวแปรท่ีสนใจเพียงตัวเดียวมาใชในการวิเคราะห เชน การ
พยากรณปริมาณการส่ังใชยาในอนาคต โดยใชขอมูลในอดีต
ของปริมาณการส่ังใชยาท่ีตองการพยากรณมาพิจารณาเพียง
ตวัแปรเดยีว

2.2.2 การวิเคราะหโดยพิจารณาจากหลายตัวแปร
(Multivariate time-series analysis) เปนการพัฒนาจากการ
พยากรณโดยใชตัวแปรเดียว โดยแทนท่ีจะพิจารณาเพียง
ตัวแปรเดียว ก็จะมีการนําตัวแปรอ่ืน ๆ  ณ ชวงเวลาเดียวกัน
มาพิจารณารวมดวย
เม่ือพิจารณาจากวัตถุประสงคในการวิ เคราะหขอมูล

ลักษณะน้ีแลว จะพบวา ในบางคร้ังไมจําเปนท่ีจะตองสราง
แบบจําลองท่ีสามารถรูคาท่ีแนนอนในชวงเวลาท่ีกําหนดใน
อนาคตไดอยางชัดเจน แตตองการใชเพียงแคสังเกตแนวโนม
ของขอมูลวามีโอกาสเพ่ิมขึน้หรือลดลงมากนอยแคไหนเทาน้ัน
โดยใชขอมูลในอดีตมาเปนพ้ืนฐาน ซ่ึงตัวอยางของงานท่ีมี
การวิเคราะหขอมูลในลักษณะน้ีไดแก

2.2.2.1 การพยากรณคาขอมูลท่ีนาจะเกดิขึน้
อยางแนนอนของตัวแปรหน่ึง ๆ  ณ ชวงเวลาใด ๆ  ท่ีกําหนด
ในอนาคต

2.2.2.2 การพยากรณขอมูลเพ่ือดูแนวโนม
ท่ีจะเกิดขึน้ในอนาคต

2.2.2.3 การพยากรณคาความเปลี่ยนแปลง
ของขอมูลในชวงเวลาใด ๆ
ดงัน้ันการสรางแบบจําลองจงึตองพิจารณาจากวตัถุประสงค

ท่ีตองการเปนสําคัญ สําหรับในการวิจัยน้ีจะสรางโปรแกรม
เพ่ือการพยากรณปริมาณการส่ังใชยา ซ่ึงเปนลักษณะของ
หัวขอท่ี 2.2.2.1 คือเปนการพยากรณคาของปริมาณการส่ัง
ใชยาในชวงเวลาถัดไปของอนุกรมเวลา โดยใชคาขอมูลปริมาณ
การส่ังใชยาในชวงท่ีผานมาระยะเวลาหน่ึงเปนเกณฑในการ
สรางแบบจําลองใหกับโปรแกรม

2.3 โครงขายประสาทเทียม
โครงขายประสาทเทียม (Neural Network) [5] คือฟงกชัน

ประมาณคาทางคณิตศาสตรรูปแบบพิเศษ ท่ีมีวิวัฒนาการ
เร่ิมตนจากการพยายามท่ีจะเลียนแบบโครงสรางและความ
เข าใจในฟ งก ชันการทํางานของระบบสมองของมนุษย
ถึงแมวาโครงสรางของโครงขายประสาทเทียมมีรูปแบบท่ี
แตกตางกัน  แตโดยท่ัวไปจะประกอบขึ้นจากฟงกชันทาง
คณิตศาสตรอยางงายจํานวนมากมาเช่ือมตอกันในลักษณะ
โครงขายท่ีเปนช้ัน โดยคาแตละอินพุตของโครงขายจะผาน

เขามาในช้ันแรกสุดซ่ึงเรียกวา ช้ันอินพุต (Input Layer) ซ่ึงแตละ
อินพุตของโครงขายจะเช่ือมตอกนัโดยการคณูดวยพารามิเตอร
หรือท่ีเรียกวา ตัวแปรนํ้าหนัก (Weight) และบวกรวมกันทาง
คณิตศาสตรท่ีจุดรวม (node) โดยแตละจุดรวม จะประกอบ
ดวยฟงกชันกระตุน (Activation Function) ซ่ึงโดยท่ัวไปจะ
เปนฟงกชันท่ีมีอนุพันธแบบตอเน่ือง และผลลัพธของแตละ
จุดรวมจะเปนอินพุตของโครงขายช้ันถัดมา โดยแตละช้ันถัด
มาเรียกวา ช้ันซอน (Hidden Layer) เน่ืองจากไมมีการเช่ือมโยง
โดยตรงกับอินพุตจากภายนอก และแตละช้ันซอน จะตอ
เช่ือมกนัในลกัษณะทํานองเดยีวกนั โดยช้ันสุดทายของโครงขาย
ซ่ึงเรียกวา ช้ันเอาตพุต (Output Layer) ใหคาผลลัพธของ
โครงขายประสาทเทียมออกมา ซ่ึงโครงขายประสาทเทียมท่ีมี
โครงสรางดงักลาวน้ีเรียกวา Feedforward Multilayer Neural
Network
การฝกสอนในชวงแรก ๆ ใช  เพอรเซพตรอนเพียง 1 ช้ัน

ซ่ึ งประสบความสําเร็จมาก แตตอมาไดประสบปญหาท่ี
ลักษณะของเพอรเซพตรอน 1 ช้ัน ไมสามารถท่ีจะแกปญหา
เกี่ ยวกับการเอกคลูซีฟออร (XOR Problem) ซ่ึงปญหาน้ี
สามารถแกไดโดยใชลักษณะของเพอรเซพตรอนหลายช้ัน
(Multilayer Perceptron) แตวิธีการท่ีจะไดมาซ่ึงคานํ้าหนัก
(Weight) ของตัวโครงขายเปนลักษณะของการกําหนดคา
โดยใชความคิดขึ้ นมาเอง ไม ใชลักษณะของการฝกสอน
เน่ืองจากสมัยน้ันยังไมมีการคิดวิธีการฝกสอนท่ีไดผลในสวน
ของเพอรเซพตรอนหลายช้ัน
นอกจากน้ีโครงขายประสาทเทียมยังถือวาเปนฟงกชัน

ประมาณคาประเภทโมเดลอิสระ (Free model)  ซ่ึงหมายความ
วาโครงสรางของโครงขายประสาทเทียม เชน จํานวนจุดรวม
และจํานวนช้ัน เปนตน สามารถเลือกไดอิสระและโครงขาย
ประสาทเทียมสองฟงก ชันท่ีประมาณคาปญหาเดียวกัน
และใหคาระดับความถูกตองเทากันไมจําเปนตองมีโครงสราง
เหมือนกันเสมอไป และโดยท่ัวไป ถึงแมวาโครงสรางของ
โครงขายประสาทเทียมสองฟงกชันจะเหมือนกัน แตคาของ
พารามิเตอรหรือตวัแปรนํ้าหนักท่ีเช่ือมตอระหวางช้ันอาจจะมี
คาแตกตางกนัได
คาพารามิเตอรหรือตัวแปรนํ้าหนักของโครงขายประสาท

เทียมไดมาจากขั้นตอนท่ีเรียกวาการสอน ซ่ึงเปนการใชชุด
ขอมูลการสอน (Training data) กฎการปรับแตงคาตัวแปร
นํ้าหนักและวิธีการสอน (Training approach) ท่ีเหมาะสมใน
การปรับแตงคาตวัแปรนํ้าหนักจนกระท่ังโครงขายประสาทเทียม
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จะมีพฤติกรรมใหผลลัพธหรือผลตอบสนองตามท่ีตองการ
2.3.1 วธิกีารสอนโครงขายประสาทเทียมตามลกัษณะ

การเรียนรู
2.3.1.1 การเรียนรูแบบมีการควบคมุ (Super-

vised Learning ) เปนการเรียนรู ซ่ึงตองมีชุดขอมูลสําหรับ
ฝกอบรม (Training Data) ซ่ึงมีท้ังชุดขอมูลท่ีเปนอินพุตและ
เอาตพุต   การสอนโครงขายจะใชชุดขอมูลในการสอน โดยใน
ระหวางการสอนน้ันโครงขายจะใหผลลัพธจริงท่ีไดจากการ
คํานวณ (Actual Output) และจะมีการเปรียบเทียบกนัระหวาง
ผลลพัธจริงท่ีไดจากการคํานวณกบัชุดขอมูลเอาตพุตเปาหมาย
(Target Output) โดยผลตางจากการเปรียบเทียบน้ันคือคา
ความผิดพลาด หรือคาความคลาดเคลือ่น ตวัอยางอัลกอริทึม
การเรียนรูแบบ Supervised นิยมใชสําหรับกรณีท่ีมีหลาย
Layer  และมีระบบการเช่ือมโยงแบบ Feed Forward คอื Back
Propagation ซ่ึ งการเรียนรู แบบแบ็คพรอพพาเกชันจะมี
การปอนคาความผิดพลาดกลับเขาสูโครงขายเพ่ือใชในการ
ปรับคานํ้าหนัก (Weight) ในการเช่ือมโยงระหวาง Layer เพ่ือ
เพ่ิมประสิทธภิาพในการคํานวณของโครงขาย โดยการฝกสอน
โครงขายจะส้ินสุดเม่ือคาความผิดพลาดอยูในระดับท่ียอมรับ
ไดหรือนอยกวาคา Error acceptance max( )E  ท่ีกําหนดไว

2.3.1.2 การเรียนรูแบบไมมีการควบคมุ (Un-
supervised Learning) การเรียนรู แบบไม มีการควบคุม
เปนการเรียนรูโดยไมตองอาศัยชุดขอมูลเอาตพุตเปาหมาย
(Target  Output)  จะมีเพียงชุดขอมูลอินพุตใหกับโครงขาย
เทาน้ัน แตโครงขายจะสามารถปรับคานํ้าหนัก และสามารถ
จัดกลุมขอมูลตามความสัมพันธของขอมูลน้ันได การเรียนรู
แบบไมมีการควบคุมน้ีมักจะใชกับงานจัดกลุม (Clustering)
เปนการปรับตัวเองโดยไมตองการความชวยเหลือกจาก
ภายนอก ไมตองมีตวัอยางผลลพัธเพ่ือให Neurons ไดเรียนรู
กระบวนการเรียนรูแบบน้ีเรียกวา  Learning by Doing

2.3.1.3 การเรียนรูแบบเชิงบงัคบั (Reinforce-
ment Learning) การเรียนรูแบบเชิงบังคับ เปนการเรียนรูท่ีมี
การควบคุมเปนกรณีพิเศษคอื โครงขายจะมีตวัคริตคิ (Critic)
เปนตัวประเมินคาใหกับเอาตพุตแทนการกําหนดชุดขอมูล
เอาตพุตเปาหมาย  (Target Output) โดยระหวางการสอน
โครงขายน้ัน ตัวคริติคจะบอกความถูกตองของผลลัพธท่ีได
แตไมไดบอกวาขอมูลท่ีถูกตองคอืคาใด  ตวัอยางเชน Genetic
Algorithm [6]

2.4 งานวิจัยที่เกี่ยวของ
จรรยารัตน (2541)  เปรียบเทียบประสิทธิภาพของการ

พยากรณท่ีไดจากโครงขายประสาทเทียมกบัวเิคราะหอนุกรม
เวลาโดยใชโครงขายประสาทเทียมท่ีมีโครงสรางแบบมัลติ
เลเยอรเพอรเซพตรอนและการเรียนรูแบบแบค็พรอพพาเกชัน
จํานวน 10 เน็ตเวิรคโดยแตละเน็ตเวิรคประกอบดวยนิวรอน
ในช้ันอินพุตจํานวน 31 นิวรอนและในช้ันเอาตพุตจํานวน 1
นิวรอน สําหรับพยากรณอุณหภูมิท่ีวัดจากไฮกรอมิเตอร
ผลจากการพยากรณปรากฏวา โครงขายประสาทเทียมและ
การวิเคราะหอนุกรมเวลามีความสามารถในการพยากรณ
อุณหภูมิกระเปาะแหงไดดีพอกันแตการพยากรณอุณหภูมิ
กระเปาะเปยกน้ัน โครงขายประสาทเทียมใหผลการพยากรณ
ท่ีแมนยํากวาการวิเคราะหอนุกรมเวลา
ทิพวรรณ [8] ไดใชวิธีการพยากรณเปรียบเทียบกัน 2 วิธี

คือ การหาเสนแนวโนม และการถดถอยแบบพหุ ส่ิงท่ีศึกษา
คอืเปรียบเทียบผลของการพยากรณจํานวนเลขหมายโทรศพัท
โดยใชตวัแปรคอื จํานวนประชากร จํานวนบาน จํานวนธรุกิจ
จํานวนเลขหมายโทรศพัท และความหนาแนนการใชโทรศพัท
และผลการพยากรณจํานวนคร้ังท่ีเรียกโทรศัพท ซ่ึงไดผลคอื
วธิกีารถดถอยแบบพห ุจะใหคาประมาณท่ีใกลเคียงกบัคาจริง
มากกวาในการพยากรณจํานวนเลขหมายโทรศพัททุกประเภท
และจํานวนคร้ังการเรียกโทรศัพททุกประเภท สวนวิธีการหา
เสนแนวโนม (Trend method) เหมาะกับการพยากรณจํานวน
เลขหมายโทรศพัทแยกประเภท และจํานวนคร้ังท่ีเรียกโทรศพัท
แยกประเภท ผูวิจัยไดเสนอวาเม่ือมีขอมูลใหม ควรนํามา
ปรับปรุงการพยากรณใหทันสมัยยิ่ งขึ้น
พัชรี [9] ไดใชวิธีการพยากรณเปรียบเทียบกัน 2 วิธีคือ

ริดจรีเกรสชัน (Ridge regression) และเครือขายประสาท
เทียม โดยขอมูลท่ีใชในการวิจยัไดจากการจําลองดวยเทคนิค
มอนติคารโล (Monticaro) ดวยโปรแกรมฟอรแทรน 77
ในการวิเคราะหดวยเครือขายประสาทเทียมใชโปรแกรม
สําเร็จรูป Trajan เวอรชัน 2.1 ทําการศกึษาภายใตสถานการณ
ตาง ๆ คือ กรณีการแจกแจงของความคลาดเคลื่อนเปนปกติ
การแจกแจงปลอมปน และการแจกแจงลอกนอรมอล พบวา
วิธีเครือขายประสาทเทียมจะใชในการพยากรณไดดีกวาวิธี
ริดจ รีเกรสชัน เม่ื อความคลาดเคลื่ อนมีการแจกแจงลอก
นอรมอล พบวาวิ ธี เครือข ายประสาทเทียมจะใช ในการ
พยากรณไดดีกวาวิธีริดจรีเกรสชันเม่ือความคลาดเคลื่อนมี
การแจกแจงลอกนอรมอล และการแจกแจงปกติปลอมปน
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เรียงตามลําดับจากมากไปนอย และเม่ือขนาดตัวอยางระดับ
สัมประสิทธิ์ การแปรผันของความคลาดเคลื่ อน จํานวน
ตัวแปรอิสระ ระดับความสัมพันธของตัวแปรอิสระ สเกล
แฟคเตอร และเปอรเซ็นตการปลอมปนมีคามากขึ้น โดยเรียง
ลําดับอิทธิพลจากมากไปนอย และวิธีริดจรีเกรสชัน จะใชใน
การพยากรณไดดกีวาเม่ือความคลาดเคลือ่นมีการแจกแจงปกติ
และไดเสนอวาควรทําการศึกษาขอมูลท่ีไมใชตวัแบบเชิงเสน
จากงานวิจยัตาง ๆ  ผูวจิยัไดพบปญหาหลกัท่ีสําคญัอยูสอง

ประการคือ ประการแรก การพยากรณของทิพวรรณ [8] เปน
การพยากรณแบบการศกึษาความสัมพันธระหวางตวัแปรตน
และตวัแปรตาม คอื ถาตองการพยากรณขอมูลตวัแปรตามใน
ปถัดไปจําเปนตองทราบขอมูลตัวแปรตนในปถัดไปกอน
แตในความเปนจริงน้ันเราไมสามารถทราบขอมูลตัวแปรตน
ลวงหนาได จึงทําการออกแบบรูปแบบของตัวแปรตนและ
ตัวและตัวแปรตามใหมใหสามารถพยากรณอนาคตไดโดย
ทราบเพียงขอมูลในปจจุบัน  ประการท่ีสอง เม่ือเวลาผานไป
ขอมูลไดมีการเปลี่ยนแปลงไปมาก ซ่ึงจะสงผลตอโมเดลการ
พยากรณเดิม  สําหรับงานวิจัยน้ีไดทําการปรับพยากรณ
ใหเปนการพยากรณลวงหนาแบบวัน เดือน หรือป โดยใช
ขอมูลในปจจุบัน และขอมูลท่ีไดนํามาใชสําหรับงานวิจัยน้ี
พบวามีลักษณะไมเปนเชิงเสน ซ่ึงเปนการศึกษาตามขอเสนอ
แนะท่ีตองการใหศึกษาตอของ พัชรี [9]  และนําโครงขาย
ประสาทเทียมมาสรางโมเดลในการพยากรณ ตามขอเสนอ
ของจรรยารัตน [7]

3. วิธีการดําเนินงาน
ผูวิจัยไดแบงวิธีการดําเนินงานและพัฒนาโปรแกรมออก

เปน 6 ขั้นตอน ซ่ึงแตละขั้นตอนมีรายละเอียดดังตอไปน้ี
3.1 ศึกษาโครงขายประสาทเทียมและเทคนิควิธี

แบ็คพรอพพาเกชัน
จากการทําการศึกษาโครงขายประสาทเทียมมัลติเลเยอร

เพอรเซพตรอนโดยเทคนิควิธแีบค็พรอพพาเกชัน   พบวาเปน
เทคนิคท่ีมีการนําไปประยุกตใชหลายดาน ท้ังการพยากรณ
ประมาณคาเชิงปริมาณและจัดหมวดหมู   โดยจะสามารถ
กําหนดโครงสรางของโครงขายประสาทเทียมซ่ึงจะมีจํานวน
ช้ันซอนตั้งแต 1 ช้ันขึ้นไป และแตละช้ันจะมีกี่โหนดหรือกี่
นิวรอนก็ได   สวนการคํานวณหาคาเอาตพุตจะคํานวณจาก
ฟงกชันตาง ๆ  ซ่ึงไดแก ฟงกชันเชิงเสน (Linear) และฟงกชัน
ไมเชิงเสน (Non Linear) ซ่ึงแตละฟงกชันน้ันก็จะมีวิธีการหา
เอาตพุตและการปรับแตงคานํ้าหนัก (Weight) ท่ีแตกตาง

กนัดวย
3.2 ทําการทดลองหาโมเดลดวยโปรแกรมแมตแล็บ

3.2.1 วิเคราะหลักษณะของชุดขอมูล
ขอมูลท่ีใชเปนขอมูลปริมาณการใชยาของตัวยา Amoxy

ขนาด 500 มิลลกิรัม ในโรงพยาบาลแหงหน่ึง มีจํานวน 1,521
เรคคอรด ตั้งแตวันท่ี 1 มกราคม พ.ศ. 2543 ถึงวันท่ี 2
กุมภาพันธ พ.ศ. 2546  เปนขอมูลอนุกรมเวลามีลักษณะ
ไมเปนเชิงเสน และมีความเคลื่อนไหวไมหยุดน่ิงดังภาพท่ี 1
และทําการแบงชุดขอมูลออกเปนสองสวนดังน้ี   1)  ชุดขอมูล
ในการเรียนรู 80%   2)  ชุดขอมูลในการทดสอบ 20%

ภาพท่ี 1 ลักษณะของขอมูลปริมาณการใชยา Amoxy ขนาด
500 มิลลิกรัม

3.2.2 การแปลงคาขอมูล (Data Transformation)
เปนกระบวนการในการปรับขอบเขตของขอมูลใหอยูใน

ชวงท่ีเหมาะสมตอการนําไปใชงานในการสอนใหโครงขาย
ประสาทเทียมเกิดการเรียนรู สําหรับในโมเดลท่ีใชหลักการ
ของโครงขายประสาทเทียมน้ัน กระบวนการแปลงคาขอมูลท่ี
ตองนํามาใชคือ การนอมัลไลซขอมูล (Normalization)
ซ่ึงเปนการลดคาของขอมูลใหอยูในขอบเขตท่ีนอยลงเพ่ือให
เหมาะสมกับฟงกชันท่ีใชงานของโครงขายประสาทเทียม
ซ่ึงวิธีการนอมัลไลซขอมูลน้ันมีหลายวิธี แตท่ีมีการนํามาใช
กันอยางกวางขวางไดแก การแปลงคาขอมูลในลักษณะเปน
เชิงเสน (Min-max Normalization) ดังสมการท่ี 1

oldold

oldVV
minmax

min
−

−
=′ (1)

โดยท่ี V ′ คือ คาของขอมูลท่ีไดหลังจากผานสมการ
V คือ คาของขอมูลกอนผานสมการ

oldmin คือ คาของขอมูลท่ีมีคาต่ําท่ีสุดกอนผาน
สมการ

oldmax คือ คาของขอมูลท่ีมีคาสูงท่ีสุดกอนผาน
สมการ
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3.2.3 จัดเตรียมขอมูลเพ่ือสรางรูปแบบของอินพุต
และเอาตพุต (Input and Output Pattern) สําหรับ time series
วิธี การโดยท่ั วไปในการสรางรูปแบบของอินพุตและ

เอาตพุต สําหรับขอมูลอนุกรมเวลา คือการแบงหนาตางยอย
(Windowing) และทําการคาํนวณแบบเลื่อนหนาตาง (Sliding
windows) โดยแบงเปนหนาตางยอยตามจํานวนวัน จํานวน
เดือน หรือจํานวนป และใหมีการซอนทับกัน ซ่ึงมีวิธีการ
ดังสมการท่ี 2 และ 3
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เพราะฉะน้ันชุดขอมูลอินพุตและเอาตพุตท่ีไดคือ

[ ]1 2 3    ...  LP p p p p=  และ [ ]1 2 3    ...  NT t t t t=

หมายเหตุ
L คือ จํานวนขอมูลหนาตาง (Window length)
N คือ จํานวนเอาตพุตท่ีพยากรณ
Q คือ รูปแบบขอมูล (Patterns)
i คือ ลําดับท่ีของขอมูล

3.2.4 การออกแบบโครงขายประสาทเทียม
ก) ใชโครงขายประสาทเทียมชนิด Feed-

forward backpropagation  เน่ืองจากสามารถท่ีจะเรียนรูได
โดยการปรับคานํ้าหนักเพ่ือใหคาความคลาดเคลื่อนระหวาง
คาเอาตพุตกับคาเปาหมายลดลง

ข) ใชการสอน (Training function) แบบ
TrainLM (Levenberg Marquardt Algorithm)  เน่ืองจาก
ประมวลผลไดคอนขางเร็ว แตมีความตองการหนวยความจํา
มากพอสมควร

ค) ใชการเรียนรู (Learning function) แบบ
LearnGDM (Grad. descent w/momentum weight/bias
learning function)

ง) ใช Mean square error (MSE) วัดความ
ผิดพลาดเฉลี่ยกําลังสอง

จ) ใชจํานวน Layer 2 ช้ัน ในการหาเอาตพุต
ฉ) ใชทรานสเฟอรฟงกชัน binary sigmoid

(logsig) ในช้ันซอน (Hidden Layer)  และ linear (purelin)
ในช้ันเอาตพุต (Output Layer)

ช) รูปแบบโครงสรางของช้ันอินพุต ช้ันซอน
และช้ันเอาตพุตเขยีนอยูในรูปแบบของ  จํานวนอินพุต –จํานวน
โหนดในช้ันซอน – จํานวนเอาตพุต
การทดลองในคร้ังน้ีมีโครงสรางและรูปแบบของขอมูลท่ี

ใชในการทดลองดงัน้ี
1) 3-5-1 โดยมีการซอนทับของหนาตาง (Overlap) 2 จุดขอมูล
2) 3-5-2 โดยมีการซอนทับของหนาตาง (Overlap) 2 จุดขอมูล
3) 4-5-1 โดยมีการซอนทับของหนาตาง (Overlap) 3 จุดขอมูล
4) 4-5-2 โดยมีการซอนทับของหนาตาง (Overlap) 3 จุดขอมูล
5) 5-5-1 โดยมีการซอนทับของหนาตาง (Overlap) 4 จุดขอมูล
6) 5-5-2 โดยมีการซอนทับของหนาตาง (Overlap) 4 จุดขอมูล

3.3 ออกแบบโปรแกรม
การออกแบบโปรแกรมมีขั้ นตอนท้ั งหมดดังแสดงใน

แผนผังการทํางานของโปรแกรม ภาพท่ี 2
3.4 วางแผนและออกแบบหนาจอโปรแกรม
โปรแกรมจะประกอบดวย 2 สวนดังน้ี

3.4.1 สวนของการประเมินประสิทธิภาพของโมเดล
(Evaluate Model)

3.4.2 สวนของการพยากรณ (Forecasting)
3.5 พฒันาโปรแกรม
เม่ือทําการวางแผนและออกแบบหนาจอแลว ขั้นตอมาคอื
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ขั้ นตอนของการพัฒนาโปรแกรมโดยใชโปรแกรมไมโคร
ซอฟทวิชวลเบสิก 6.0 (Microsoft Visual Basic 6.0) เปน
เคร่ืองมือสําหรับพัฒนาโปรแกรม  ซ่ึงสามารถเขยีนเปนลําดับ
ไดดงัน้ี

Start

Operation

Evaluate Model Forecasting

Input Data
Select Data Table 

in Database

Select Model, Overlap

Data Transformation

Generate Output

Select Period, Number 
Output, Select Model

Data Transformation

Forecasting

Output , 
Report, Graph

MSE, 
Report, Graph

End

ภาพท่ี 2  แผนผังการทํางานของโปรแกรม

3.6 ทดสอบและปรับปรุงแกไขโปรแกรม
เม่ือพัฒนาโปรแกรมเสร็จเรียบรอยแลว จึงทําการทดสอบ

ความถูกตองของโปรแกรมโดยใชขอมูล 1,521 เรคคอรดท่ี
จดัเตรียมไวทดสอบกบัโมเดลตาง ๆ  ท่ีไดกําหนดในหวัขอท่ี 3.4

4. ผลการดําเนินงาน
4.1 ผลการพฒันาโปรแกรมพยากรณปรมิาณการสัง่ใชยา
ระบบท่ีพัฒนาขึ้นมามีตัวอยางหนาจอแสดงดังภาพท่ี 3

และภาพท่ี 4

ภาพท่ี  3  หน าจอสําหรับแสดงชุดข อมูลท่ี นําเข าและ
เปรียบเทียบคาเอาต พุตกับคาเปาหมาย

ภาพท่ี 4  หนาจอสําหรับการพยากรณ

4.2 ผลการทดลองทีไ่ด
ทําการทดลองโดยกําหนดใหโครงขายมีจํานวน 2 ช้ัน

โดยนับจากช้ันซอนไปยังช้ันเอาตพุต ใชฟงกชันสงตอแบบ
Logsig ในช้ันซอน และใชฟงกชันสงตอแบบ Linear ในช้ัน
เอาตพุต กําหนดใหมีโหนดในช้ันซอนจํานวน 5 โหนด และมี
อัตราการเรียนรู (Learning rate) 0.1 ปอนชุดขอมูลการสอน
ใหโครงขายเพ่ือทําการเรียนรู 80% และปอนชุดขอมูลการ
ทดสอบเพ่ือทําการทดสอบโครงขาย 20% ทําการสอนโดย
กําหนดคาความผิดพลาดเปาหมายท่ีจะใหโครงขายเรียนรู
ไปจนถึงท่ี 0.001
หลังจากทําการสรางโมเดลสําหรับพยากรณปริมาณการ

ใชยาแบบรายวันและรายสัปดาหแตละรูปแบบแลว จึงนํา
โมเดลท่ีไดมาประเมินประสิทธิภาพดวยโปรแกรม ซ่ึงไดผล
การเปรียบเทียบประสิทธภิาพของโมเดลดงัตารางท่ี 1 และ 2

จํานวน
อินพุต

จํานวนโหนด
อินพุต

จํานวนโหนด
เอาตพุต

จํานวนซอนทับ
(Overlap)

คาความ
ผิดพลาด
(MSE)

3 5 1 2 0.011

3 5 2 2 0.019

4 5 1 3 0.014

ตารางท่ี 1 ผลการเปรียบเทียบประสิทธิภาพของโมเดลการ
พยากรณขอมูลยารายวัน
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จํานวน
อินพุต

จํานวนโหนด
อินพุต

จํานวนโหนด
เอาตพุต

จํานวนซอนทับ
(Overlap)

คาความ
ผิดพลาด
(MSE)

4 5 2 3 0.112

5 5 1 4 0.103

5 5 2 4 0.107

ตารางท่ี 1 ผลการเปรียบเทียบประสิทธิภาพของโมเดลการ
พยากรณขอมูลยารายวัน (ตอ)

ผลการเปรียบเทียบประสิทธิของโมเดลการพยากรณ
ปริมาณการใชยาแบบรายวนั โดยกาํหนดใหมีโหนดในช้ันซอน
จํานวน 5 โหนด ในกรณีท่ีมีอินพุตจาํนวน 3 อินพุต มีการซอน
ทับของหนาตาง 2 จดุ การพยากรณเอาตพุตจาํนวน 1 เอาตพุต
จะใหคาความผิดพลาด 0.011 ซ่ึงนอยกวาคาความผิดพลาด
เม่ือพยากรณเอาตพุตจํานวน 2 เอาตพุต  ในกรณีท่ีมีอินพุต
จํานวน 4 อินพุตมีการซอนทับของหนาตาง 3 จดุ การพยากรณ
เอาตพุตจํานวน 1 เอาตพุตจะใหคาความผิดพลาด 0.014 ซ่ึง
นอยกวาคาความผิดพลาดเม่ือพยากรณเอาตพุตจํานวน 2
เอาตพุต และในกรณีท่ีมีอินพุตจาํนวน 5 อินพุต มีการซอนทับ
ของหนาตาง 4 จุด การพยากรณเอาตพุตจํานวน 1 เอาตพุต
จะใหคาความผิดพลาด 0.111 ซ่ึ งนอยกวาการพยากรณ 
เอาต พุตจํานวน  2 เอาต พุต  และจากการเปรียบเทียบ
ประสิทธิภาพของโมเดล คาความผิดพลาดของโมเดลท่ีทํา
การพยากรณปริมาณการใชยาแบบรายวัน พบวา โมเดลท่ีมี
อินพุตจํานวน 3 อินพุต จํานวนซอนทับของหนาตาง 2 จุด
และจํานวนเอาตพุต 1 เอาตพุต ใหคาความผิดพลาด (MSE)
นอยท่ีสุดท่ี 0.011
ผลการเปรียบเทียบประสิทธิภาพของโมเดลการพยากรณ

ปริมาณการใชยาแบบรายสัปดาห โดยกําหนดใหมีโหนดใน
ช้ันซอนจํานวน 5 โหนด ในกรณีท่ีมีจํานวนอินพุตจํานวน 3
อินพุต มีการซอนทับของหนาตาง 2 จดุ  การพยากรณเอาตพุต
จํานวน 1 เอาตพุตจะใหคาความผิดพลาด 0.052 ซ่ึงนอยกวา
คาความผิดพลาดเม่ือพยากรณเอาตพุตจํานวน  2 เอาตพุต
ในกรณท่ีีมีอินพุตจาํนวน 4 อินพุต มีการซอนทับของหนาตาง
3  จุด  การพยากรณเอาตพุตจํานวน 1 เอาตพุตจะใหคา
ความผิดพลาด 0.058 ซ่ึงนอยกวาคาความผิดพลาด เม่ือ
พยากรณเอาตพุตจํานวน 2 เอาตพุต และในกรณีท่ีมีอินพุต
จํานวน 5 อินพุต มีการซอนทับของหนาตาง 4 จดุ การพยากรณ

ตารางท่ี 2  ผลการทดสอบประสิทธิภาพของการพยากรณ
ขอมูลยารายสัปดาหของโมเดล

เอาตพุตจํานวน  1 เอาตพุต  จะใหคาความผิดพลาด 0.103
ซ่ึงนอยกวาการพยากรณเอาตพุตจาํนวน 2 เอาตพุต และจาก
การเปรียบเทียบประสิทธิภาพของโมเดล คาความผิดพลาด
ของโมเดลท่ี ทําการพยากรณปริมาณการใชยาแบบราย
สัปดาห พบวา โมเดลท่ี มีอินพุตจํานวน 3 อินพุต จํานวน
ซอนทับของหนาตาง 2 จุด และจํานวนเอาตพุต 1 เอาตพุต
ใหคาความผิดพลาด (MSE) นอยท่ีสุดท่ี 0.052

5. สรุปผลและขอเสนอแนะ
จากการพัฒนาโปรแกรมการพยากรณปริมาณการใชยา

ซ่ึงใชขอมูลปริมาณการใชยาในอดีตมาทําการทดลองหา
โมเดลท่ีเหมาะสม โดยโปรแกรมจะทําการนําเขาโมเดลท่ี
สรางจากโปรแกรมแมตแล็บเขามายังโปรแกรมท่ีพัฒนาขึ้น
เพ่ือทําการพยากรณปริมาณการใชยาในอนาคตไดตามตองการ

5.1 สรุปผล
จากการเปรียบเทียบประสิทธิภาพของโมเดลท้ั งการ

พยากรณปริมาณการใชยาแบบรายวันและรายสัปดาห ซ่ึง
ทําการทดลองโมเดลแบบ 3-5-1 และ 3-5-2 มีการซอนทับ
ของหนาตาง 2 จดุ โมเดลแบบ 4-5-1 และ 4-5-2  มีการซอนทับ
ของหนาตาง 3 จดุ โมเดลแบบ 5-5-1 และ 5-5-2 มีการซอนทับ
ของหนาตาง 4 จุด  ผลจากการเปรียบเทียบประสิทธิภาพของ
โมเดล การพยากรณปริมาณการใชยาแบบรายวันน้ัน โมเดล
3-5-1  ซ่ึงมีอินพุตจํานวน 3 อินพุต โหนดในช้ันซอนจํานวน
5 โหนด จํานวนเอาตพุต 1 เอาตพุต และมีการซอนทับของ
หนาตาง  2 จดุ  ใหคาความผิดพลาด (MSE) นอยท่ีสุดท่ี 0.011

จํานวน
อินพุต

จํานวนโหนด
อินพุต

จํานวนโหนด
เอาตพุต

จํานวนซอนทับ
(Overlap)

คาความ
ผิดพลาด
(MSE)

3 5 1 2 0.052

3 5 2 2 0.059

4 5 1 3 0.058

4 5 2 3 0.112

5 5 1 4 0.103

5 5 2 4 0.107
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และผลจากการเปรียบเทียบประสิทธิภาพของโมเดลการ
พยากรณปริมาณการใชยาแบบรายสัปดาหน้ันโมเดล  3-5-1
ซ่ึงมีอินพุตจาํนวน 3  อินพุต โหนดในช้ันซอนจํานวน 5 โหนด
จํานวนเอาตพุต 1 เอาตพุต และ มีการซอนทับของหนาตาง
2 จุด ใหคาความผิดพลาด (MSE) นอยท่ี สุดท่ี 0.052  จึง
สามารถสรุปไดวาการพยากรณปริมาณการใชยาแบบรายวนั
มีความถูกตองมากกวาการพยากรณปริมาณการใชยาแบบ
รายสัปดาห

5.2 อภิปรายผลทีไ่ด
การพยากรณปริมาณการใชยาแบบรายวนัมีความถูกตอง

มากกวาเน่ืองจากขอมูลรายวันเปนขอมูลท่ีมีความถ่ีและ
ความละเอียดกวาขอมูลรายสัปดาห ซ่ึงการพยากรณขอมูล
อนุกรมเวลา โดยใชวธิกีารกําหนดความกวางของหนาตางและ
ใชเทคนิคการเลื่อนหนาตาง (Sliding Window)  โดยมีการจัด
รูปแบบขอมูล หรือการซอนทับของหนาตาง จะชวยใหขอมูล
มีความเปนเชิงเสนมากขึ้น  เน่ืองจากขอมูลยามีลักษณะไม
เปนเชิงเสน เหมาะกับการนําโครงขายประสาทเทียมมาใช
ซ่ึ งขอดีของโครงขายประสาทเทียมคือ มีความยืดหยุ น
สามารถพยากรณไดท้ังขอมูลท่ีเปนเชิงเสนและไมเปนเชิงเสน
โดยมีการเรียนรู ท่ี เลียนแบบสมองของมนุษย  และมีการ
ปรับปรุงการเรียนรูไดดวยตัวเองเพ่ือใหไดคาความผิดพลาด
ท่ีนอยลง แตท้ังน้ีจะขึ้นอยูกับคาพารามิเตอรท่ีกําหนดในการ
สรางแบบจาํลอง เชน ฟงกชันสงตอ อัลกอริทึมท่ีใชในการสอน
ฟงกชันการเรียนรู จํานวนขอมูล จํานวนรอบในการสอน
และคาความคลาดผิดพลาดเปาหมายท่ีจะใหโครงขายเรียนรู
ไปจนถึงเปาหมาย  แตขอเสียโครงขายประสาทเทียมคือไม
สามารถท่ีจะอธิบายกระบวนการทํางานดวยเหตุผลได

5.3 ขอเสนอแนะ
5.3.1 ในการพยากรณคร้ังน้ีเปนการนําคาตัวแปร

ของปริมาณการใชยามาพิจารณาเพียงแคตัวแปรเดียวโดย
ไมไดพิจารณาถึงตวัแปรอ่ืน  สําหรับการปรับปรุงการพยากรณ
ในคร้ังตอไปอาจนําปจจัยหรือตัวแปรอ่ืนท่ีสงผลตอปริมาณ
การใชยามาพิจารณารวมดวย โดยลดความคลาดเคลื่อนลง
จากเดมิ

5.3.2 ปรับปรุงในสวนของโปรแกรมใหสามารถเรียนรู
ไดเม่ือประสิทธิภาพของการพยากรณลดลงถึงระดับหน่ึง

5.3.3 เน่ืองจากโมเดลการพยากรณท่ี ทําเสร็จใน

คร้ังน้ีอาจลาสมัยและนําไปใชไมได จึงควรติดตามหาขอมูล
และปรับปรุงโมเดลใหทันสมัยอยูเสมอ
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