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สมหมาย ขันทอง*    พยุง มีสัจ**  และชูชาต ิหฤไชยะศักดิ*์**

บทคดัยอ
ระบบสืบคนเปนระบบคําถาม-คําตอบท่ีใหความสะดวก

แก ผู ใช  สําหรับการเขาถึงสารสนเทศท่ี เปนขอความใน
เอกสารอิเล็กทรอนิกสดวยการรับคําขอจากผูใชในรูปแบบ
ประโยคคําถามท่ี เปนภาษาธรรมชาติ และไดรับผลลัพธ
เปนคําตอบท่ีกระชับรวบรัด ซ่ึงการคนคืนเอกสารและการ
สกัดขอความส้ันเปนสวนท่ีมีผลกระทบตอประสิทธิภาพของ
การคนหาคําตอบ ในงานวิจัยน้ีจึงไดใชวิธีถวงนํ้าหนักชวง
ขอความท่ีส้ันท่ีสุดมาเพ่ิมประสิทธิภาพการจัดลําดับเอกสาร
ท่ีถูกคนคนืและการสกดัขอความส้ันท่ีนาจะมีคําตอบท่ีตองการ
อยู เพ่ือลดความยุงยากในการวิเคราะหเชิงภาษาศาสตร
โดยเฉพาะเม่ื อใชกับขอความภาษาไทยท่ี มีรูปแบบและ
โครงสรางทางภาษาท่ีไมแนนอน ผลการประเมินประสิทธภิาพ
ไดคาลําดับคําตอบสวนกลับเฉลี่ย (MRAR) เทากับ 0.81
และเพ่ือเพ่ิมประสิทธภิาพการเลือกคําตอบจงึไดพัฒนาระบบ
การแบงประโยคภาษาไทย โดยใชเทคนิคกลไกการเรียนรู
ดวยวิธีซัพพอรตเวกเตอรแมชชีน ซ่ึ งจากการทดลองกับ
คลังขอมูลออรคิดดวยวิธี 10-fold cross validation พบวา
สามารถจําแนกประเภทชองวางและแบงประโยคภาษาไทย
ถูกตองเฉลี่ย 92.46% และ 85.92% ตามลําดับ

คําสําคัญ : ระบบคําถาม-คําตอบ การแบงประโยคภาษาไทย
ระบบคนคืนสารสนเทศ ซัพพอรตเวกเตอรแมชชีน

1. บทนํา
ปจจบุนัระบบการคนคนืสารสนเทศ (Information Retrieval

System) ใชวธิกีารนําคาํส้ัน ๆ  หรือคําสําคญัไปเปรียบเทียบกบั
แหลงขอมูล เพ่ือใหไดผลลัพธตรงกับคําท่ีตองการคนหา
แตผลลัพธ ท่ีไดยังไมเพียงพอตอความตองการของผู ใชท่ี
ตองการคนหาคําตอบเฉพาะเร่ือง จากคําถามงายๆ เชน
“ใครเปนประธานาธิบดีของประเทศสหรัฐอเมริกา”  ซ่ึงระบบ
จะไมตอบคาํถามโดยตรง แตบอกวาจะหาคําตอบไดจากท่ีไหน

โดยแสดงรายการเอกสารท่ีอาจจะมีคําตอบอยู  แลวผู ใช
กลั่นกรองเพ่ือหาคําตอบดวยตนเองอีกที แสดงใหเห็นวา
ระบบคนคืนสารสนเทศเพียงอยางเดียวไมสามารถตอบสนอง
ความตองการของผูใชได ระบบคําถาม-คําตอบ (Question-
Answering System) จึงไดรับการพัฒนาขึน้เพ่ือตอบสนองตอ
ความตองการสืบคนขอมูลในรูปแบบการถาม-ตอบ และเพ่ิม
ประสิทธิภาพของระบบคนคืนสารสนเทศ โดยรับคําขอ
(Query) ในรูปแบบภาษาธรรมชาติและนําเสนอผลลัพธเปน
คําตอบส้ันๆ แทนขอความท้ังเอกสารท่ีมีคําตอบเหลาน้ันอยู

จากการตรวจเอกสารพบวางานวิจัยท่ีเกี่ยวของกับการ
พัฒนาระบบคําถาม-คําตอบ สวนมากใชกับขอความภาษา
อังกฤษ โดยเปนของกลุมนักวิจัยภายใตการประชุมวิชาการ
Text Retrieval Evaluation Conference (TREC) ซ่ึ งมี
สถาปตยกรรมท่ัวไปของระบบประกอบดวย 4 สวนหลัก คือ
การประมวลผลคําถาม การประมวลผลเอกสาร การประมวลผล
คําตอบ และการสรางคาํตอบ โดยมีแนวทางการพัฒนาระบบ
แบงออกเปน 2 กลุมหลัก คือการพัฒนาท่ีมุงเนนดานฐาน
ความรู [1]-[3] และการพัฒนาท่ีมุงเนนดานขอมูล [4]-[6]
กลุมแรกเปนกลุมท่ี มุงเนนดานฐานความรู  จะเนนการนํา
เคร่ืองมือวิเคราะหทางภาษาศาสตร เชน การแจงประโยค
(Parsing) การวิเคราะหประโยค (Syntactic Analysis)
การวิเคราะหความหมายของคํา (Semantic Analysis)
และฐานความรูทางภาษาศาสตร (Linguistics Knowledge)
มาใชในการประมวลผลท้ังคําถามและคําตอบเพ่ือวิเคราะห
ความหมายอยางละเอียด ซ่ึงแนวทางน้ีมีขอจํากัดในเร่ืองของ
เคร่ืองมือท่ีจะนํามาใช เน่ืองจากเคร่ืองมือเหลาน้ี ไมไดมี
พรอมใชกับทุกภาษา ระบบท่ี พัฒนาขึ้นสามารถใชไดกับ
ภาษาใดภาษาหน่ึงเทาน้ัน และประสิทธิภาพของระบบจะขึ้น
อยูกับความครอบคลุมของฐานความรูทางภาษาศาสตร

กลุมท่ีสองเปนกลุมท่ีมุ งเนนดานขอมูลจะใชประโยชน
จากขอมูลท่ีมีปริมาณมากมาใชแทนขอมูลทางภาษาศาสตร
ท่ีมีขอจํากดัทางดานภาษา โดยไมไดมุงเนนท่ีจะทําความเขาใจ

* นักศึกษา ระดับปริญญาโท คณะเทคโนโลยีสารสนเทศ สจพ.
** อาจารย ระดับ 7 ภาควิชาครุศาสตรไฟฟา  คณะครุศาสตรอุตสาหกรรม สจพ. และ รองคณบดีฝายบริหาร คณะเทคโนโลยีสารสนเทศ สจพ.
*** นักวิจัยศูนยเทคโนโลยีอิเล็กทรอนิกสและคอมพิวเตอรแหงชาติ  อาจารยพิเศษ คณะเทคโนโลยีสารสนเทศ สจพ.
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ถึงความหมายแทจริงของท้ังคําตอบและคําถามอยางลึกซ้ึง
แต เปนการวิ เคราะหแบบหยาบ และใช เทคนิควิธี กลไก
การเรียนรู  (Machine Learning) หรือวิ ธีการทางสถิติ
มาใชในการวิเคราะหขอมูล แนวทางการพัฒนาน้ีจึงมีขอจํากดั
นอยกวาแนวทางแรก และสามารถนําไปประยุกตใชกับ
ภาษาอ่ืน ๆ  ได แตความถูกตองและความครอบคลุมของ
คําตอบนอยกวาวิธีการแรก และประสิทธิภาพของระบบก็จะ
ขึ้นอยูกับปริมาณขอมูลท่ีสามารถนํามาใชได รวมท้ังเทคนิค
วิธกีารท่ีใชในขบวนการวิเคราะหขอมูลดวย

ดังน้ันในงานวิจัยน้ีจึงไดพัฒนาตามแนวทางท่ีมุงเนนดาน
ขอมูล ซ่ึงเปนการวิเคราะหท้ังคําถามและคําตอบแบบหยาบ
โดยมีสวนประกอบหลกั คอื การประมวลผลคําถาม การคนคนื
เอกสาร การสกัดขอความส้ัน และการประมวลผลคําตอบ
โดยเฉพาะการคนคืนเอกสารและสกัดขอความส้ันเปนสวน
ท่ี มีผลกระทบตอประสิทธิภาพของการคนหาคําตอบ ใน
งานวิจัยน้ีจึงไดใชวิธีถวงนํ้าหนักชวงขอความท่ีส้ันท่ีสุด [7]
มาเพ่ิ มประสิทธิภาพการจัดลําดับเอกสารและการสกัด
ขอความส้ันท่ีนาจะมีคําตอบท่ีตองการอยู เพ่ือลดขอจํากัด
ของภาษาไทยและใหมีความเหมาะสมตอการนํามาใชกับ
ขอความภาษาไทยท่ีมีรูปแบบทางภาษาไมแนนอน เชนเดียว
กับงานวิจัยของ [8] ท่ีใชวิธีการจัดหมวดหมูเอกสารเขามา
ใชในระบบ เพ่ือลดความยุงยากในการวิเคราะหเชิงภาษา-
ศาสตร โดยระบบท่ีพัฒนาขึ้นน้ีมุ งเนนการคนหาขอความ
ในเอกสารโดยดูจากความใกลชิดกันของคิวรีเทอมท่ีปรากฏ
ในเอกสาร ซ่ึ งเรียกขอความน้ีวาชวงขอความท่ี ส้ันท่ี สุด
และกาํหนดขอความน้ีเปนขอความส้ัน (Passage) นําไปสกัด
คําตอบใหกับคําถามตอไป โดยการคนหาชวงขอความท่ีส้ัน
ท่ีสุดน้ันไดประยกุตใชอัลกอริทึม แพลน-สวีพ (Plane-Sweep)
ท่ี มีความเร็วของการคนหาอยู ท่ี  O(n log n) เม่ือ n  เปน
จํานวนตาํแหนงท่ีปรากฏในเอกสารของเทอมจาํนวน k เทอม
[9] เพ่ือใหการคนหามีความรวดเร็วยิ่งขึ้น และในสวนของ
การประมวลผลคําตอบใชวิธีการดูความใกลชิดกันระหวาง
คิวรีเทอมและคําตอบท่ีปรากฏในเอกสาร โดยวัดจากระยะ
หางระหวางตําแหนงท่ีปรากฏและระยะหางระหวางประโยค
ในขอความ  ซ่ึงการระบุขอบเขตของแตละประโยคน้ันในงาน
วจิยัของ [10]  ใชแบบจําลองไตรแกรมกาํกบัหนาท่ีของคาํ และ
ใชวิธกีลไกเรียนรูวินโนว (Winnow) [11] เพ่ือแยกแยะชองวาง
วาเปนตัวแบงประโยคหรือไม โดยใชบริบทรอบ ๆ ชองวาง
เปนคุณลักษณะสําหรับการเรียนรู  ในงานวิจัยน้ีจึงใชแนว

ความคิดเดียวกัน และไดนําเสนอวิธีกลไกการเรียนรูดวย
วิธีการซัพพอรตเวกเตอรแมชชีนสําหรับการเรียนรู เพ่ื อ
แยกแยะประเภทของชองวาง เน่ืองจากเปนวิธีการท่ีเหมาะ
สําหรับการแกปญหาการรูจํารูปแบบขอมูลท่ีตองการแยกแยะ
ออกเปนสองกลุม [12]

2. วิธีการดําเนินงาน
ขอบเขตของงานวิจัยน้ีครอบคลุมกระบวนการท้ังหมด

ในการพัฒนาระบบคําถาม-คําตอบ โดยไดแบงสวนประกอบ
ของระบบออกเปน 6 สวนหลัก ดังแสดงในภาพท่ี  1 ซ่ึ งมี
รายละเอียดดังตอไปน้ี
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ภาพท่ี 1  ภาพรวมของระบบคําถาม-คําตอบ

2.1 การประมวลผลคําถาม
การประมวลผลคาํถามเปนการวเิคราะหเพ่ือทําความเขาใจ

คําถามของผูใช วาคําถามน้ันตองการคําตอบอะไร ดวยการ
แบงประเภทของคําถามตามประเภทของคําตอบท่ีคาดหวัง
โดยนําขอความประโยคคําถามมาตัดคําใหอยูในรูปเวกเตอร
ของคําและใชวิธีสรางรูปแบบ (Regular Expression) ของ
แตละประเภท ซ่ึงดจูากคําแสดงคาํถามเปนหลกั แตเน่ืองจาก
คาํแสดงคาํถามบางคาํมีความกํากวมในการระบปุระเภท เชน
“อะไร” สามารถระบุไดหลายประเภท ดังน้ันจึงตองพิจารณา
คําหรือวลีอ่ืนๆ ประกอบดวย ตัวอยางเชน “แหลงปโตรเลียม
แหงแรกของไทยพบท่ีจังหวัดอะไร” จากประโยคน้ี “จังหวัด”
เปนคําท่ีระบุถึงสถานท่ี คําถามน้ีจงึจดัอยูในประเภทเกีย่วกบั
สถานท่ี โดยในงานวิจัยน้ีไดใชทดลองกับคําถาม ซ่ึงแบงตาม
ประเภทคําตอบ ดงัแสดงในภาพท่ี 2

การสรางคําขอจากเวกเตอรของคําท่ี ถูกขจัดคําแสดง
คําถามและคําไมสําคัญหรือคําหยุด (Stopword) โดยใชชุด
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คําหยุดจากงานวิจัยของ [13] เพ่ือนําไปใชในขั้นตอนการคน
คืนเอกสาร

NUMERIC
   - count
   - distance
   - prices
   - ranks
   - other
   - area
   - capacity
   - speed
   - temperature
   - size
   - weight

HUMAN
   - group
   - individual
LOCATION
   - continent
   - cities
   - countries
   - other
DATE
   - date
   - month
   - year
   - time expression
   - interval  

ภาพท่ี 2  ประเภทของคําตอบ

(3)

ในเอกสาร j  และ ,i qw  เปนคาถวงนํ้าหนักของเทอม i ใน
คําขอ q

เน่ืองจากผลลพัธของระบบคาํถาม-คาํตอบ จะเปนคําตอบ
โดยตรงหรือขอความส้ัน ซ่ึงคําตอบเหลาน้ีเปนเพียงสวนใด
สวนหน่ึงของเอกสารไมไดอยูท้ังเอกสาร ดงัน้ันจงึตองจดัลําดบั
เอกสารใหม ซ่ึงในงานวิจัยน้ีใชวิธีถวงนํ้าหนักชวงขอความท่ี
ส้ันท่ีสุด [7] โดยพิจารณาจากชวงขอความท่ีส้ันท่ีสุดท่ีมีคิวร ี
เทอมปรากฏอยูมากท่ีสุด ดวยวิธีการวัดระยะหางของแตละ
คิวร่ีเทอมท่ีปรากฏในเอกสาร ซ่ึงระยะหางน้ีจะนับจํานวนคํา
ท่ีคั่นระหวางเทอม และประยุกตใชอัลกอริทึมแพลน-สวีพ
(Plane-Sweep) [9] เพ่ือหาชวงขอความท่ีส้ันท่ีสุด และคาํนวณ
คาความเหมือนของเอกสารเพ่ือจัดลําดับเอกสารแสดงดัง
สมการท่ี (3) [7]

β

α

λλ


















−+

−+=

q
dq

mmsmms
dq

dqRSVdqRSV n

I

I

)min()max(1

)1(),(),(

โดย ),( dqRSV  เปนคะแนนความเหมือนของเอกสารท่ีวดั
ท้ังเอกสารท่ีผานการนอรมอนไลซแลว

เทอม
α










−+ )min()max(1 mmsmms
dq I

 เปนอัตราสวนของ

ขนาดชองขอความ (Span Size Ratio)

เทอม
β










q
dq I

 เปนอัตราสวนของเทอมในเอกสารท่ีตรง

กับคิวรีเทอม (Matching Term Ratio)
)min(mms เปนตาํแหนงซายสุดของชวงขอความ
)max(mms เปนตาํแหนงขวาสุดของชวงขอความ

,4.0=λ ,81=α 1=β

2.3 การสกดัขอความสัน้
ชุดเอกสารท่ีถูกจัดลําดับเอกสารแลว จะเลือกเอกสารมา

จํานวนหน่ึง ซ่ึงมีคะแนนหางจากเอกสารท่ีมีคะแนนสูงสุด
ไมเกิน 25% นํามาสกัดขอความส้ัน โดยกําหนดขอบเขต
ขอความส้ันในระดับยอหนา ซ่ึ งพิจารณายอหนาท่ี มีชวง

2.2 การคนคนืเอกสาร
การคนคืนเอกสารเปนการคนหาเอกสารท่ีมีความสัมพันธ

กับคําขอ ซ่ึงในงานวิจัยน้ีไดใชชุดโปรแกรมเอพีไอไลบราร่ีใน
Lucene [14] สําหรับสรางโปรแกรมคนคืนเอกสาร และใชวิธี
การวัดความเหมือนระหวางคําขอและเอกสารดวยตัวแบบ
ปริภูมิเวกเตอร  (Vector Space Model) [15] ซ่ึงการถวง
นํ้าหนักแตละเทอมใชวิธีท่ี เรียกวา TF-IDF เปนคาผลคูณ
ระหวาง TF (Term Frequency) และ IDF (Inverse Document
Frequency) คํานวณไดดงัสมการท่ี (1)











×=×

j
j n

NdtfreqIDFTF log),( (1)

โดยท่ี d : เอกสาร, ( , )jfreq t d : ความถ่ีของเทอม j  ใน
เอกสาร d , N  : จํานวนเอกสารท้ังหมดในคลังเอกสาร, jn

เปนจํานวนเอกสารท่ีมีเทอมปรากฏอยู
การวัดความเหมือนของเอกสารใชวิธีวัดความเหมือน

เชิงมุม (Cosine Similarity) ดังสมการท่ี (2) [16]
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โดยท่ี  qr  เป นคําขอ ประกอบด วยเทอมย อยๆ  q =
r

1 2( , ,..., )nq q q , d
r
 เปนเอกสารประกอบดวยเอกสารหลายฉบบั

1 2( , ,..., )nd d d d=
r

, ,i jw  เปนคาถวงนํ้าหนักของเทอม i
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ขอความท่ี ส้ันท่ีสุดปรากฏอยู หากชวงขอความท่ี ส้ันท่ีสุด
คาบเกีย่วระหวางสองยอหนาใหรวมสองยอหนาน้ันเปนขอความ
ส้ันเดียวกนั และหากยอหนาไหนมีจํานวนคํานอยกวา 250 คํา
ใหไปรวมกับยอหนาขางเคยีง

2.4 การแบงประโยคขอความ
แนวความคิดในการแบงประโยคขอความภาษาไทยน้ัน

มีลักษณะเดียวกับงานวิจัยของ [10] และ [11] ซ่ึงใชวิธีการ
แยกแยะชองวางท่ีปรากฏบนขอความออกเปน 2 กลุมดวยกนั
คอื ชองวางท่ีเปนตวัแบงประโยค และไมใชเปนตวัแบงประโยค
โดยใชบริบทรอบ ๆ  ชองวางมาเปนคุณลักษณะสําหรับใชใน
การเรียนรู ซ่ึงการแยกแยะชองวางดังกลาวในงานวิจัยน้ีใช
เทคนิคกลไกการเรียนรูดวยวธิกีารซัพพอรตเวกเตอรแมชชีน
(Support Vector Machines: SVMs) โดยใชเพคเกจโปรแกรม
Tiny SVM [17] สําหรับสรางแบบจําลองจําแนกประเภทขอมูล
และใชโปรแกรม Yamcha [18] สําหรับแปลงขอมูลเพ่ือใช
สําหรับการฝกฝนระบบ โดยมีขั้นตอนการทํางานแสดงดัง
ภาพท่ี 3

Data pre-processing

Training Data Set

SVM
training

Sentence Extractor 
Model

Word segmentation and 
POS tagging

Input Text

Data pre-processing

Sentence Extract

ภาพท่ี 3  ขั้นตอนการทํางานของการแบงประโยค

การสรางแบบจําลองสําหรับการแบงประโยคขอความ
การทํางานเร่ิมจากนําชุดขอมูลฝกฝน ซ่ึงในงานวจิัยน้ีไดเลอืก
ใชคลงัขอมูลออรคิด [19] มาผานกระบวนการจัดเตรียมขอมูล
เพ่ือสรางคุณลักษณะใหกับชองวางท่ีจะใชในการพิจารณา
ท้ังหมดในคลังขอมูล ซ่ึงมีจํานวน 14 ชุด โดย 12 ชุดแรกเปน
คําและหนาท่ีของคําท่ีอยูหนาและหลังชองวางจํานวน 3 คํา
 อีก 2 ชุดหลังเปนจํานวนคําท่ีอยูหนาชองวางและหลงัชองวาง
จากน้ันกําหนดเฉลย (Class Label) ใหกับขอมูลแตละชุด

ซ่ึงในท่ีน้ีคําตอบวาชองวางน้ันเปนชองวางแบงประโยคหรือไม
และนําชุดขอมูลเขาสูกระบวนการเรียนรูเพ่ือสรางแบบจาํลอง
สําหรับการแบงประโยคขอความการใชแบบจําลองท่ีสรางขึ้น
เพ่ือแบงประโยคขอความจากเอกสารใหม การทํางานเร่ิมจาก
นําเอกสารมาผานกระบวนการตัดคําและกํากับหนาท่ีของคํา
โดยใชโปรแกรมตัดคํา SWATH [20] และจัดเตรียมขอมูล
เพ่ื อสรางคุณลักษณะใหกับชองวางท่ีปรากฏในเอกสาร
เขาสูแบบจําลองสําหรับการแบงประโยคขอความท่ีสรางจาก
ขั้นตอนการฝกฝนระบบ ผลลัพธท่ีไดคือ ขอความท่ีผานการ
แบงประโยคโดยใชชองวางท่ีกําหนดขึ้นจากแบบจําลอง

2.5 การสกดัคาํตอบ
การสกัดคําตอบเปนการคนหาคาํตอบท่ีอยูในขอความส้ัน

 ซ่ึงการสกดัคําตอบน้ีจะสกดัตามประเภทของคาํตอบท่ีกําหนด
ไวในขั้นตอนการประมวลคําถาม โดยใชรูปแบบคําตอบของ
แตละประเภทคาํตอบ และพจนานุกรมเชิงความหมายทีซีแอล
[21] สําหรับคําตอบประเภทบคุคลและองคกร ซ่ึงจดัเกบ็คําศพัท
แบงออกเปนกลุ มๆ ตามแนวความคิด (Concept) และมี
ความสัมพันธกันเปนลําดับขั้น ตัวอยางกลุมแนวความคิด
person เชน “นายกรัฐมนตรี”, “ครู”, “คนไทย”, “ชางไม” เปนตน
สวนรูปแบบคําตอบน้ันสรางจากบริบทบงบอก [22] ของ
คําตอบแตละประเภท เชน “[๐-๙0-9]+[๐-๙0-9|\,|\.|\s?\-
\s?]+(\s+)?(ลาน|แสน|หม่ืน|พัน)?(กิโลเมตร|เมตร|หลา|ไมล|
ไมลทะเล)” สําหรับคําตอบประเภทตัวเลขบอกระยะทาง

2.6 การจดัลําดับและเลือกคาํตอบ
จากชุดคําตอบคูแขง (Candidate Answer) ท่ีไดจากขัน้ตอน

การสกัดคําตอบ นํามาเลือกคําตอบท่ีนาจะเปนคําตอบท่ี
ถูกตองท่ีสุด โดยใชบริบทรอบ ๆ  คําตอบเปนเกณฑในการ
พิจารณา ซ่ึงคํานวณไดจากสมการท่ี (4)

),(

),(),(

_

_

Aqd

Qq
AqdAQ

i

i

i

wieghtspan

proximityscoredContext ×= ∑
∈ (4)

จากสมการท่ี (4) Context_score เปนคะแนนท่ีคํานวณ
จากความใกลชิดกนัระหวางคาํตอบ A  และควิรีเทอม iq  ท่ี iq

เปนสมาชิกของ Q  และคาถวงนํ้าหนักของชวงขอความท่ีส้ัน
ท่ีสุด ( , )_

id q Aspan wieght  ท่ีมีคําตอบ A  และคิวรีเทอม iq

ปรากฏอยู ซ่ึงคาํนวณไดจากสมการ (3) แตขนาดชวงขอความ
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จะขยายจดุเร่ิมตนของประโยคเปนขอบดานซาย ))(min(mms
และจุดส้ินสุดประโยคเปนขอบดานขวาของชวงขอความ

))(max(mms

( , )( , )

0
ii

i

d q Ad q A

idf
distproximity =







iif q and A exists

in the passage d
otherwise

(5)

จากสมการท่ี (5)  ( , )id q Aproximity  คาํนวณจากความใกลชิด
กันระหวางคําตอบและคิวรีเทอมแตละเทอม โดยพิจารณา
จากคา idf ของแตละควิรีเทอมและระยะหางระหวางคาํตอบ
และคิวรีเทอม

( )
( , ) ( , )

( , )

_

log _ 1
i i

i

d q A d q A

d q A

dist sent dist

pos dist

= ×

+ (6)

จากสมการท่ี  (6) ( , )id q Adist  คํานวณระยะหางระหวาง
คําตอบและคิวรีเทอมโดยพิจารณาระยะหางระหวางประโยค

( , )_
id q Asent dist และระยะหางระหวางตําแหนงท่ีปรากฏใน

ขอความ ( , )_
id q Apos dist  ซ่ึงการวดัระยะหางระหวางตาํแหนงน้ี

จะใชวธิกีารนับจํานวนคําท่ีอยูหางกนัในขอความ โดยขอความน้ี
จะตองทําการขจัดคําหยุดท้ิงไปกอน ซ่ึงคําตอบท่ีมีคะแนน
สูงสุดจะถูกเลือกใหกับคําถาม และเรียงลําดับคําตอบตามคา
คะแนน

3. ผลการทดลองและวิจารณ
3.1 การแบงประโยคภาษาไทย
การทดสอบการแบงประโยคภาษาไทยในงานวิจัยน้ีใช

ขอมูลจากคลังขอมูลออรคิด โดยทดสอบแบบจําลองท่ีไดจาก
การฝกฝนระบบดวยวิธ ี10-fold Cross Validation ทําการวัด
เปอรเซ็นตความถูกตองของการแบงประโยค  (Break-Correct)
เปอรเซ็นตความถูกตองของการจําแนกประเภทของชองวาง
(Space-Correct) และเปอรเซ็นตความผิดพลาดของการแบง
ประโยค (False-Break) ซ่ึงคํานวณไดจากสมการท่ี (7), (8) และ
(9) ตามลําดับ [10]-[11] ผลลัพธแสดงในตารางท่ี 1

( )/ 100%Break correct CB RB− = × (7)

( )/ 100%Space correct CS RS− = × (8)

( )/ 100%False break FB RS− = × (9)

โดย CB เปนจํานวนความถูกตองของการจําแนกประเภท
ชองวางท่ีเปนตวัแบงประโยค

FB เปนจํานวนความผิดพลาดของการจําแนกประเภท
ชองวางท่ีเปนตวัแบงประโยค

CS เปนจํานวนความถูกตองของการจําแนกประเภท
ชองวางท่ีเปนและไมเปนตัวแบงประโยค

RS เปนจํานวนชองวางท่ีเปนตัวแบงประโยคและชอง
วางท่ีไมใชตัวแบงประโยค

RB เปนจํานวนชองวางท่ีเปนตวัแบงประโยค

Test
set

%Space
-correct

%Break
-correct

%False
-break

Number of spaces

SBS NSBS

1 2071 4996 92.22 84.36 4.58

2 1801 5349 93.36 87.01 3.27

3 2096 5034 91.99 85.69 4.21

4 1962 5112 92.10 86.29 3.80

5 1859 5226 92.80 87.14 3.37

6 2100 4908 91.34 85.33 4.39

7 1966 5147 91.47 81.74 5.05

8 2105 4916 92.47 84.51 4.64

9 2311 4768 91.59 81.91 5.90

10 2314 4606 95.30 91.88 2.72

Average 92.46 85.59 4.19

ตารางท่ี 1  ผลการทดลองการแบงประโยคภาษาไทย

จากผลการทดลอง เปอรเซ็นตความถูกตองของการแบง
ประโยคเฉลี่ยมีคาเทากับ 85.59% เปอรเซ็นตความถูกตอง
ของการจาํแนกประเภทของชองวางเฉลีย่มีคาเทากบั 92.46%
และเปอรเซ็นตของความผิดพลาดของการแบงประโยคเฉลี่ย
มีคาเทากับ 4.19% ซ่ึงมีความถูกตองสูงกวาวิธีแบบจําลอง
ไตรแกรมกํากับหนาท่ีคํา [10] และวินโนว [11]

3.2 ระบบคําถาม-คําตอบ
ชุดขอมูลท่ีใชสําหรับการทดสอบในงานวิจัยน้ี ใชขอมูล

จากสารานุกรมไทยสําหรับเยาวชนฯ จํานวนท้ังส้ิน 6,472
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เอกสาร ขนาด 25.4 เมกะไบต และชุดคําถาม 5 ประเภท
การวัดประสิทธิภาพของระบบใชวิธีวัดคาลําดับคําตอบสวน
กลับเฉลี่ย (Mean Reciprocal Answer Rank: MRAR)
ดังสมการท่ี (10) [23] โดยปอนคําถามใหกับระบบท่ีพัฒนาขึน้
จากน้ันนําผลลัพธ ท่ี  5 อันดับแรก มาวัดประสิทธิภาพ
ดังแสดงในตารางท่ี 2

1

1 1n

i i

MRAR
n r=

=
 
 
 
∑ (10)

เม่ือให n  เปนจํานวนของคําถาม และ ir  เปนเลขอันดับ
ท่ีคําตอบท่ีถูกตองปรากฏอยูของคําถามท่ี

Rank #1 #2 #3 #4 #5 Failure

บุคคล 27 4 0 0 0 4

องคกร 20 3 2 2 1 7

สถานท่ี 50 9 4 1 1 5

วันเวลา 74 16 5 4 0 1

ตัวเลข 78 13 3 1 0 5

รวม 249 45 14 8 2 22

MRAR 0.81

ตารางท่ี 2  ผลลัพธคําตอบท่ีถูกตองใน 5 อันดับแรก

การวัดประสิทธิภาพของระบบคําตอบ-คําถามท่ีไดจาก
งานวิจัยน้ี โดยไดทําการทดลองกับชุดคําถาม 5 ประเภท
จํานวน 340 คําถาม ซ่ึงมีผลลัพธไดคา MRAR = 0.81
และอัตราความถูกตองของคําตอบ (5 อันดับแรก) = 93.53%

จากผลการวัดประสิทธิภาพชุดคําถามประเภทองคกร
และบคุคล มีความถูกตองนอยกวาประเภทอ่ืน ๆ  เน่ืองจากการ
สกดัคําตอบใชวธิกีารสรางรูปแบบ โดยสรางจากบริบทบงบอก
ซ่ึงบริบทบงบอกเหลาน้ีมีขดีความสามารถในการระบช่ืุอเฉพาะ
ตางกนั และมีความกํากวมท่ีจะระบุไดวาเปนช่ือเฉพาะหรือไม
ทําใหการสกัดคําตอบประเภทน้ีมีความถูกตองลดลงดวย
สําหรับชุดคําถามประเภทตัวเลขเชิงปริมาณและวันเวลา
การใชรูปแบบคาํตอบน้ันมีความถูกตองสูง เน่ืองจากลักษณะ
รูปแบบของวันท่ี เวลา หรือตัวเลขเชิงปริมาณท่ีปรากฏใน
ขอความมีลักษณะตายตัว ทําใหการสกัดคําตอบประเภทน้ีมี
ความถูกตองสูงตามไปดวย และสําหรับความถูกตองของ

คําตอบในแตละอันดบัน้ัน มีปจจยัท่ีมีผลกระทบตอความถูกตอง
จากการแบงประโยค หากสามารถแบงประโยคไดถูกตอง
การเลือกคําตอบมีความถูกตองเพ่ิมขึ้นตามไปดวย

4. สรุป
บทความน้ีไดนําเสนอระบบสืบคนท่ีใชสําหรับประโยค

ภาษาไทยโดยใชวิธีการถวงนํ้าหนักชวงขอความท่ีส้ันท่ีสุด
ซ่ึงระบบมีสวนประกอบหลัก 6 สวน คือ การประมวลผล
คําถาม การคนคืนและจัดลําดับเอกสาร การสกัดขอความส้ัน
การแบงประโยคขอความ การสกัดคําตอบ การจัดลําดับและ
เลือกคําตอบ โดยเฉพาะในสวนการคนคืนเอกสารและการ
สกดัขอความส้ัน เปนสวนสําคญัท่ีมีผลกระทบตอประสิทธภิาพ
ของการคนหาคาํตอบจากขอความในเอกสารท่ีถูกคนคนืมาได
ในงานวิจัยน้ีไดนําวิธีการถวงนํ้าหนักขอความท่ี ส้ันท่ีสุด
ซ่ึงเปนการประยกุตเทคนิคของงานดานระบบคนคนืสารสนเทศ
มาใชในระบบ เพ่ือลดขอจํากดัของภาษาไทย ซ่ึงผลการทดลอง
แสดงใหเหน็วาวิธกีารน้ีสามารถเพ่ิมประสิทธภิาพในสวนของ
การคนคืนเอกสารและการสกัดขอความส้ันท่ีทําใหสามารถ
คนหาคาํตอบไดถูกตองในระดับท่ีนาพอใจ โดยท่ีมีผลกระทบ
จากขอจํากัดของภาษาไทยตอระบบนอย

การวจิยัในอนาคตควรเพ่ิมการขยายคาํขอ เพ่ือใหสามารถ
คนคืนเอกสารไดครอบคลุมเพ่ิมขึ้น และเพ่ิมสวนการรูจําคํา
ไมรูจัก และการรูจํานิพจนระบุนาม (Named Entity Recog-
nition) เพ่ือใหสามารถสกัดคําตอบไดถูกตองมากขึ้น

5.  กิตติกรรมประกาศ
ขอขอบคณุหนวยภาษาศาสตรคาํนวณ (Thai Computational

Linguistics Laboratory) ท่ีใหความอนุเคราะหพจนานุกรมเชิง
ความหมายทีซีแอลสําหรับใชในงานวจิยัน้ี และคณะเทคโนโลยี
สารสนเทศ สถาบันเทคโนโลยีพระจอมเกลาพระนครเหนือ
ท่ีใหทุนอุดหนุนการวิจัยบางสวน
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