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â´Â¾Ô̈ ÒÃ³Ò¤‡Ò¤ÇÒÁàª×èÍÁÑè¹¢Ñé¹µèÓ à¾×èÍÃÍ§ÃÑº¡ÒÃà¾ÔèÁ¢Í§¢̂ÍÁÙÅ

กฤษฎากร กงอุบล*  ธนาวินท รักธรรมานนท*  และ กฤษณะ ไวยมัย*

บทคัดยอ
กฎความสัมพันธ (Association rule) ที่มีความสําคัญ คือ

กฎที่ผานคาสนับสนุนข้ันตํ่า (Minimum support) และคา
ความเชื่อมั่นข้ันตํ่า (Minimum confidence) งานวิจัยในอดีต
จึงมีการเสนอเทคนิคที่มีประสิทธิภาพสําหรับคนหากฎที่มี
ความสําคัญในฐานขอมูลขนาดใหญ แตยังคงมีปญหาของ
การปรับปรุงกฎเมือ่มกีารเพิม่ของขอมลู เนือ่งจากการเพิม่ของ
ขอมูลไมเพียงแตทําใหไอเท็มเซ็ตที่ผานคาสนับสนุนข้ันตํ่า
เปลีย่นเปนไมผานคาสนับสนนุข้ันตํ่า แตกลบัทาํใหไอเทม็เซต็
ทีไ่มผานคาสนบัสนนุข้ันตํ่าเปลีย่นเปนผานคาสนบัสนนุข้ันตํ่า

งานวิจัยชิ้นนี้จึงมีการเสนอเทคนิคการเก็บไอเท็มเซ็ตที่
เกิดข้ึนบอย เพื่อรองรับการเพิ่มของขอมูล (Fast Update of
Frequent Itemsets, FUFI) เทคนคิ FUFI จะพจิารณาคาความ
เชื่อมั่นข้ันตํ่าและคาขอบเขตลาง (Lower bound) เปนเกณฑ
ในการเลือกไอเท็มเซ็ตที่ มีโอกาสมากที่ คาดวาจะผานคา
สนับสนุนข้ันตํ่าในรอบถัดไป ไอเท็มเซ็ตที่มีโอกาสมากที่
คาดวาจะผานคาสนับสนุนข้ันตํ่าในรอบถัดไปคือไอเท็มเซ็ต
ที่ เปนตัวแทนของไอเท็มเซ็ตทั้ งหมดที่ คาดวาจะผานคา
สนับสนุนข้ันตํ่าในรอบถัดไป ดังนั้นเทคนิคการคํานวณของ
FUFI จึงลดข้ันตอนการคนหาในฐานขอมูลขนาดใหญเมื่อมี
การเพิ่ มของขอมูล และยังคงสามารถปรับปรุง เพิ่ มเติม
ไอเท็มเซ็ตที่ผานคาสนับสนุนข้ันตํ่าเมื่อมีขอมูลเพิ่มเขามา
จากผลการทดลองกับชุดขอมูลที่เกาะกลุม(Dense datasets)
แสดงให เห็นวาเทคนิค FUFI มีประสิทธิภาพดานเวลา
ประมวลผลและการลดจํานวนไอเท็มเซ็ตทั้งหมดที่คาดวาจะ
ผานคาสนับสนนุข้ันตํ่าในรอบถัดไป เมือ่เทียบกบัเทคนคิ FUP
และ NUWEP

คําสําคัญ: คาสนับสนุนข้ั นตํ่า  คาความเชื่ อมั่ นข้ั นตํ่า
ฟรีเควนไอเท็มเซ็ต  การคนหากฎความสัมพันธ

1. บทนํา
การคนพบกฎความสมัพนัธ (Association Rule Discovery)

คือเทคนิคอยางหนึ่งของการทําเหมืองขอมูล ที่ไดจากการนับ
ความถ่ีของชุดขอมูลที่เกิดในดาตาเซ็ต (Datasets) เรียกวา
ไอเทม็เซต็ (itemsets) แลวนําไอเทม็เซต็เหลานี ้มาสรางกฎทีม่ี
ความสําคัญ

ในการสร างกฎที่ มีความสําคัญ จะใชไอเท็มเซ็ตที่ มี
ความถ่ีผานคาสนับสนุนข้ันตํ่า เรียกวา ฟรีเควนไอเท็มเซ็ต
(Frequent itemsets) เปนตัวสร างกฎที่ มีความสําคัญ
ฉะนัน้สิง่สาํคญัในการหากฎความสมัพนัธคอื การนบัคาความถ่ี
หรือคาสนับสนุน (support) ของไอเท็มเซ็ต ซึ่งเปนขอมูล
สําคญัทีจ่ะใชพจิารณาวากฎใด เปนกฎทีม่คีวามสําคญั เทคนคิ
แรกทีใ่ชคนหาฟรีเควน ไอเทม็เซต็ จะรูจกัในชือ่ของอัลกอริทมึ
Apriori [1, 2, 3, 4]

การคนหากฎความสัมพันธ เมื่ อมีการเพิ่ มของขอมูล
จะตองมกีารปรับปรุงคาสนบัสนนุของไอเทม็เซต็ใหสอดคลองกบั
การเพิม่ของขอมลู โดยการปรับปรุงคาสนบัสนนุของไอเทม็เซต็
เมื่อมีการเพิ่มของขอมูล จะตองเขาไปนับคาสนับสนุนใหม
ในขอมูลเกา ซึ่งมีขอเสียสําหรับการนับคาสนับสนุนในขอมูล
เกา คือใชเวลามากเนื่องจากขอมูลเกามีขนาดใหญ และเมื่อมี
การเพิ่มของขอมูล จะตองมีการนับคาสนับสนุนในขอมูลเกา
ทกุคร้ัง

แนวทางเร่ิมแรก มุงเนนที่จะลดจํานวนไอเท็มเซ็ตของ
ขอมูลที่เพิ่มเขามา ซึ่งจะนําไปเพื่อปรับปรุงคาสนับสนุนใน
ขอมูลเกา หรือจํานวนไอเท็มเซ็ตของขอมูลเกาที่ไมไดเก็บไว
เนือ่งจากไมผานคาสนบัสนนุข้ันตํ่า แตกลบักลายเปนไอเทม็เซต็
ที่ผานคาสนับสนุนข้ันตํ่าเมื่อมีการเพิ่มของขอมูล จึงจําเปน
ตองนบัคาสนบัสนนุใหม เพือ่นําไปปรับปรุงคาสนบัสนนุลาสดุ
ของขอมูลเกา แตแนวทางนี้ มีขอเสียคือจะตองเขาไปนับ
คาสนับสนุนของขอมูลเกาซึ่งมีขนาดใหญในทุกๆ ความยาว

* ภาควิชาวิศวกรรมคอมพิวเตอร  คณะวิศวกรรมศาสตร  มหาวิทยาลัยเกษตรศาสตร
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ของไอเทม็เซต็ ซึง่ใชเวลามาก จะรูจกัในชือ่ของอัลกอริทมึ FUP
[5], FUP2 [6]

แนวทางถัดมา มุ งเนนที่ จะลดจํานวนคร้ั งที่ จะนับคา
สนับสนุนในขอมูลเกาเมื่อมีการเพิ่มของขอมูล โดยมีการเก็บ
ไอเทม็เซต็ทีค่าดวาจะผานคาสนบัสนนุข้ันตํ่าเมือ่มกีารเพิม่ของ
ขอมูลโดยใชคาขอบเขตลาง (Lower bound) สําหรับการนับ
คร้ังแรก และเมือ่มีการเพิม่ของขอมลู จะนําไอเทม็เซต็เหลานีท้ี่
คาดวาจะผานคาสนบัสนนุข้ันตํ่าไปใชปรับปรุงคาสนบัสนนุของ
ฐานขอมูลเกา โดยไมตองกลับมานับคาสนับสนุนในขอมูล
เกาอีกคร้ัง ซึ่งมีขนาดใหญและใชเวลามาก แตขอเสียของวิธี
การนี้ จะมีการเก็บไอเท็มเซ็ตที่คาดวาจะผานคาสนับสนุน
ข้ันตํ่าเมื่อมีการเพิ่มของขอมูล ไวเปนจํานวนมาก ทําใหเพิ่ม
เวลาในการนบัคาสนบัสนนุของการนบัคร้ังแรก วธีิการนีจ้ะรูจกั
ในชื่อของ Negative border [7], NUWEP [8]

จากขอจํากัดที่ ผานมา งานวิจัยชิ้ นนี้ จึงเสนอวิ ธีการ
คัดเลือกจํานวนไอเท็มเซ็ตที่ คาดวาจะผานคาสนับสนุน
ข้ันตํ่าเมือ่มกีารเพิม่ของขอมลูใหนอยลง โดยใชคาขอบเขตลาง
และคาความเชือ่มัน่ข้ันตํ่า (Minimum confidence) เปนเกณฑ
ในการเลือกไอเท็มเซ็ตที่คาดวาจะผานคาสนับสนุนข้ันตํ่า
เมื่อมีการเพิ่มของขอมูล สําหรับการนับคร้ังแรก เพื่อลดเวลา
สําหรับการนับและจํานวนไอเท็มเซ็ตที่ คาดวาจะผานคา
สนับสนุนข้ันตํ่าเมื่อมีการเพิ่ มของขอมูล โดยจากผลการ
ทดลองกับขอมูลสังเคราะห ชุดขอมูลที่ เกาะกลุม (dense
datasets) C10D10K.dat [9] การใชคาขอบเขตลาง และคา
ความเชื่อมัน่ข้ันตํ่า เปนเกณฑในการเลอืกไอเทม็เซต็ทีค่าดวา
จะผานคาสนับสนุนข้ันตํ่าเมื่อมีการเพิ่มของขอมูล จํานวน
ไอเทม็เซต็และเวลาในการนบัคาสนบัสนนุในขอมูลเกาสําหรับ
การนับคร้ังแรกจะลดลง และไอเท็มเซ็ตที่ถูกคัดเลือกยังคง
ครอบคลุมไอเท็มเช็ตทุกตัวที่ คาดวาจะผานคาสนับสนุน
ข้ันตํ่าในการนับคร้ังถัดไป

2. ปญหาและงานวิจัยท่ีเก่ียวของ
2.1 ปญหา
การปรับปรุงคาสนับสนุนของไอเท็มเซ็ตเมื่อมีการเพิ่ม

ของขอมูล จะตองมีการปรับปรุงคาสนับสนุนของไอเท็มเซ็ต
ใหสอดคลองกับการเพิ่ มของขอมูล โดยการปรับปรุงคา

สนบัสนนุของไอเทม็เซ็ตเมื่อมกีารเพิ่มของขอมลูในขอมูลเกา
จะตองเขาไปนับคาสนับสนุนใหมในขอมูลเกา ซึ่งมีขอเสีย
สําหรับการนับคาสนับสนุนในขอมูลเกา คือใช เวลามาก
เนื่องจากขอมูลเกามีขนาดใหญ และเมื่อมีการเพิ่มของขอมูล
จะตองมีการนับคาสนับสนุนในขอมูลเกาทุกคร้ัง เพื่องายตอ
การเขาใจ ดูตารางที ่1 และตารางที ่2 ประกอบ ถามฐีานขอมลู
เกา (DB) และขอมูลใหมที่ เพิ่มเขามา (db) การจะหาคา
สนับสนุนใหมของไอเท็มเซ็ตที่ ผ านค าสนับสนุนข้ั นตํ่า
จะตองหาจากฐานขอมลูเกาและขอมูลใหมทีเ่พิม่เขามารวมกนั

การเขาไปคนหาคาสนบัสนนุจาก ฐานขอมูลเกา ทกุคร้ังจะ
ใชเวลามากเพราะวาฐานขอมูลเกามีขนาดใหญ เมื่อเทียบกับ
การเขาไปคนหาคาสนับสนุนจากขอมูลใหมที่ เพิ่ มเขามา
ซึ่งมีขนาดเล็ก จึงเกิดวิธีที่เก็บคาสนับสนุนของไอเท็มเซ็ตใน
ฐานขอมูลเกา ที่คาดวาจะผานคาสนับสนุนข้ันตํ่า (minsup)
ไวกอนแลวคอยมานํารวมกับคาสนับสนุนที่ไดจากขอมูลใหม
ที่เพิ่มเขามา แตวิธีที่จะเก็บคาสนับสนุนของไอเท็มเซ็ตของ
ฐานขอมูลเกาไวกอนเพื่อจะไปรวมคาสนับสนุนไอเท็มเซ็ต
ใหมของขอมูลที่ เพิ่ มเขามากับจะเกิดปญหาการปรับปรุง
คาสนับสนุนไดหลายกรณ ีดังแสดงไวในตารางที ่1

จากตารางที่ 1 สามารถพิจารณากรณีคาสนับสนุนของ
ไอเท็มเซ็ตที่ เกิดใน ฐานขอมูลเกา ขอมูลใหมที่ เพิ่มเขามา
และผลลัพธของคาสนับสนุนใหมในฐานขอมูลรวม
พิจารณาจากกรณีท่ี 1: ไอเท็มเช็ต สามารถนําคาสนับสนุน
ของ (DB) และ (db) มารวมเปนคาสนับสนุนใหมที่ ผาน
คาสนับสนุนข้ันตํ่า
พิจารณาจากกรณีท่ี 2: ไอเท็มเช็ต สามารถนําคาสนับสนุน
ของ (DB) และ (db) มารวมเปนคาสนบัสนนุใหมซึง่อาจจะผาน
หรือไมผานคาสนับสนุนข้ันตํ่า
พิจารณาจากกรณท่ีี 3: ไอเท็มเชต็นี ้คาสนบัสนนุใหมไมผาน
คาสนับสนุนข้ันตํ่า จึงไมตองสนใจ
พิจารณาจากกรณท่ีี 4: ไอเทม็เชต็ ไมสามารถนาํคาสนบัสนนุ
ของ (DB) มารวมกับ (db) เพราะคาสนับสนุนของไอเท็มเซ็ต
ไมไดเกบ็ไว จงึตองมกีารเขาไปคนหาในฐานขอมลูเกา อีกคร้ัง
จากกรณีที่  3 จึงเกิดวิ ธีการเก็บไอเท็มเช็ตที่ ไมผานคา
สนับสนุนของฐานขอมูล ไวกอน ซึ่งจะกลาวในหัวขอถัดไป
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ตารางที่  1  แสดงกรณีของคาสนับสนุนของ ไอเท็มเซ็ต
ทีเ่ปนไปได

หมายเหตุ :
ü Itemset.sup >= minsup คือ ไอเท็มเซ็ต ที่ผานคาสนับสนุนข้ันตํ่า
ü Itemset.sup < minsup  คือ ไอเท็มเซ็ต ที่ไมผานคาสนับสนุนข้ันตํ่า

2.2 งานวิจัยท่ีเก่ียวของ
2.2.1 FUP

อัลกอริทึมนี ้[5] มุงเนนทีจ่ะลดจาํนวนไอเทม็เซต็ของขอมลู
ทีเ่พิม่เขามา ซึง่จะนาํไปเพือ่ปรับปรุงคาสนบัสนนุในขอมลูเกา
หรือจํานวนไอเท็มเซ็ตของขอมูลเกาที่ไมไดเก็บไวเนื่องจาก
ไมผานคาสนบัสนนุข้ันตํ่า แตกลบักลายเปนไอเทม็เซ็ตทีผ่าน
คาสนับสนุนข้ันตํ่าเมื่อมีการเพิ่มของขอมูล โดยการทํางาน
ของอัลกอริทึม นี้จะแบงเปน 2 สวน คือ

1) การสรางไอเท็มเซ็ตความยาวหนึ่ง ที่ผานคา
สนบัสนนุข้ันตํ่าของฐานขอมลูรวม โดยจะเขาไปนบัคาสนบัสนนุ
ในฐานขอมูลเกา และขอมูลใหมที่เพิ่มเขามา แลวแยกไอเท็ม
เซ็ตที่ เหมือนกัน และไมเหมือนกันของฐานขอมูลเกา และ
ขอมูลใหมที่เขามา เพื่อพิจารณาสรางไอเท็มเซ็ตความยาว
หนึ่ง ที่ผานคาสนับสนุนข้ันตํ่าของฐานขอมูลรวม

2) การสรางไอเทม็เซต็ความยาวมากกวาหนึง่ ทีผ่าน
คาสนับสนุนข้ันตํ่าของฐานขอมูลรวม จะทําการตรวจสอบคา
สนับสนุนของไอเท็มเซ็ตฐานขอมูลเก า และขอมูลใหม
โดยไอเท็มเช็ตของขอมูลใหมที่ เหมือนกับไอเท็มเซ็ตของ
ขอมูลเกา และยังไมทราบคาสนบัสนนุ กจ็ะไปนบัคาสนบัสนนุ
จากขอมูลใหมที่เขามา หรือไอเทม็เซ็ตของขอมูลใหมที่เขามา
ไมเหมอืนกบัไอเทม็เซต็ของขอมูลเกา กจ็ะไปนบัคาสนบัสนนุ

จากขอมูลใหมและฐานขอมูลเกาดวย
แตแนวทางนี้มีขอเสีย คือเมื่ อมีขอมูลใหมเพิ่ มเขามา

จะทําแคลดไอเท็มเซ็ตที่ ต องใช ไปนับในฐานขอมูลเก า
ไมไดลดจาํนวนคร้ังของการเขาไปคานบัคาสนบัสนนุในฐานขอมลู
เกาซึ่งใชเวลามาก ทําใหเวลาโดยรวมเมื่อมีขอมูลใหมเขา
หลาย ๆ คร้ังยังสูงอยูมาก

2.2.2 NUWEP
อัลกอริทึมนี้ [8] มุงเนนจะใชความรูจากฐานขอมูลเดิม

โดยเก็บไอเท็มเซ็ตที่คาดวาจะผานคาสนับสนุนข้ันตํ่าเมื่อมี
ขอมูลใหมเขามา ในการนับคร้ังแรก โดยใชคาขอบเขตลาง
สําหรับไอเท็มเซ็ตที่คาดวาจะผานคาสนับสนุนข้ันตํ่าเมื่อมี
ขอมูลใหมเขามา

ในกรณีปกติ ถาเก็บไอเท็มเซ็ตที่ผานคาสนับสนุนข้ันตํ่า
เมื่อขอมูลใหมเขามา คาสนับสนุนของขอมูลใหมอาจจะทําให
ไอเท็มเซ็ตที่ ผ านค าสนับสนุนข้ั นตํ่าของฐานขอมูลเก า
ไมผานคาสนับสนุนข้ันตํ่าของฐานขอมูลทั้ งหมด หรือคา
สนับสนุนของขอมูลใหมที่ เขามาอาจจะทําใหไอเท็มเซ็ตที่
ไมผานคาสนบัสนนุข้ันตํ่าของฐานขอมลูเกา ผานคาสนบัสนนุ
ข้ันตํ่าของฐานขอมูลทั้งหมด

การแกปญหาของการไอเท็มเซ็ตเหลานี้ ทําไดโดยใชคา
ขอบเขตลาง ซึง่หาไดจากจาํนวน transaction ของคาสนบัสนนุ
ข้ั นตํ่าของฐานขอมูลรวมลบดวยจํานวน transactions
เฉลี่ยที่เขามา กลายเปนคาขอบเขตลาง ก็สามารถที่จะเก็บ
ไอเท็มเซ็ตที่ ไมผานคาสนับสนุนข้ั นตํ่าหรืออินฟรีเควน
ไอเท็มเซ็ต (infrequent itemsets) ไวกอน เพื่อใหสามารถ
นํามาใชไดในปรับปรุงคาสนับสนุนในคร้ังตอไป

เทคนิค NUWEP ที่มีการใชคาขอบเขตลาง เพื่อเก็บตัว
ไอเทม็เซต็ทีไ่มผานคาสนบัสนนุข้ันตํ่าของฐานขอมลูเกาไวกอน
จะมีขอเสียคือไอเท็มเซ็ตจํานวนมากที่ คาดวาจะผานคา
สนับสนุนข้ันตํ่าเมื่อมีการเพิ่มของขอมูล มีโอกาสนอยมาก
ที่จะกลายเปน ไอเท็มเซ็ตที่ผานคาสนับสนุนข้ันตํ่าเมื่อมี
การเพิม่ของขอมลู ทําใหเสยีเวลาในการนบัและเกบ็ไอเทม็เซต็
ที่ไมผานคาสนับสนุนข้ันตํ่าของฐานขอมูลเกา

เทคนิค NUWEP ที่ประสบปญหาการเก็บไอเท็มเซ็ต
จํานวนมากที่คาดวาจะผานคาสนับสนุนข้ันตํ่าเมื่อมีการเพิ่ม
ของขอมูล แตมีโอกาสนอยมากที่จะกลายเปน ไอเท็มเซ็ต
ทีผ่านคาสนบัสนนุข้ันตํ่าเมือ่มกีารเพิม่ของขอมลู งานวจิยัชิน้นี้
จึงเสนอวิธีการคัดเลือก ไอเท็มเซ็ตที่มีแนวโนมวาจะกลาย
เปนไอเทม็เซ็ตทีผ่านคาสนบัสนนุข้ันตํ่าเมือ่มขีอมลูใหมเขามา

กรณี ฐานขอมูลเกา
(DB)

Itemset.sup
>= minsup

Itemset.sup
>= minsup

Itemset.sup
< minsup

Itemset.sup
< minsup

Itemset.sup
>= minsup

Itemset.sup
< minsup

Itemset.sup
>= minsup

Itemset.sup
< minsup

Itemset.sup
>= minsup

Itemset.sup >=
minsup / Itemset.sup

< minsup
Itemset.sup >=

minsup / Itemset.sup
< minsup

Itemset.sup
< minsup

ขอมูลใหมท่ี
เพ่ิมเขามา

(db)

ฐานขอมูลรวม
(DBdb)

1

2

3

4
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โดยใชคาขอบเขตลางและคาความเชื่อมั่นข้ันตํ่า เปนเกณฑ
ในการเลอืกเกบ็ไอเทม็เซ็ตที่คาดวาจะผานคาสนบัสนนุข้ันตํ่า
เมื่อมีขอมูลใหมเขามา สําหรับการนับคร้ังแรก เพื่อใหจํานวน
ไอเทม็เซต็และเวลาในการนบัคาสนบัสนนุในขอมูลเกาสําหรับ
การนับคร้ังแรก ลดลง และไอเท็มเซ็ตที่ ถูกคัดเลือกยังคง
ครอบคลมุไอเทม็เชต็ทกุตัวทีค่าดวาจะผานคาสนบัสนนุข้ันตํ่า
ในการนับคร้ังถัดไป

3. Fast Update of Frequent Itemsets (FUFI)
3.1 แนวคิด

3.1.1 การเก็บ infrequent itemsets
การเกบ็ไอเทม็เซต็ทีค่าดวาจะผานคาสนบัสนนุข้ันตํ่า เมือ่มี

ขอมูลใหมเขามา จะเกบ็จาก ไอเทม็เซ็ตทีไ่มผานคาสนบัสนนุ
ข้ันตํ่าของฐานขอมูลเกา แตผานคาขอบเขตลาง (จํานวน
transaction ของคาสนบัสนนุข้ันตํ่าของฐานขอมูลรวม (DBdb)
ลบ ดวยจํานวน transaction (db) ของขอมูลใหมที่เขามา)
ยกตัวอยางเชน |(DB)|=10000, |(db)|=1000, คาสนบัสนนุข้ันตํ่า
(min sup) = 20% ฉะนั้นคาขอบเขตลาง (Lower bound) =
จํานวน transaction ของคาสนบัสนนุข้ันตํ่าของฐานขอมลูรวม
(10000+1000)*20% =2200 ลบดวยจํานวน transaction
ของขอมูลใหม (db) 1000 ฉะนั้น คาขอบเขตลางเพื่อเก็บ
infrequent item set คือ 1200

เมือ่ไดขอบเขตลางทีจ่ะเกบ็ ไอเทม็เซต็ทีไ่มผานคาสนบัสนนุ
ข้ันตํ่าของฐานขอมูลเกาแตผานคาขอบเขตลาง (ไอเท็มเซ็ต
ที่คาดวาจะผานคาสนับสนุนข้ันตํ่าเมื่อมีขอมูลใหมเขามา)
จะมีปญหากรณี ไอเท็มเซ็ตจํานวนมากที่คาดวาจะผานคา
สนับสนุนข้ันตํ่าเมื่อมีขอมูลใหมเขามา แตมีโอกาสนอยมาก
ทีจ่ะกลายเปน ไอเทม็เซต็ทีผ่านคาสนบัสนนุข้ันตํ่าเมือ่มีขอมลู
ใหมเขามา ทําใหเสียเวลาในการนับและเก็บไอเท็มเซ็ตที่ไม
ผานคาสนับสนุนข้ันตํ่าของฐานขอมูลเกา แตผานคาขอบเขต
ลางไวเปนจาํนวนมาก

งานวจิยัชิน้นี้จงึเสนอวธีิพิจารณาเลอืกไอเทม็เซต็ทีไ่มผาน
คาสนับสนุนข้ันตํ่าของฐานขอมูลเกา แตผานคาขอบเขตลาง
ที่มีแนวโนมวาจะกลาย เปนไอเท็มเซ็ตที่ผานคาสนับสนุน
ข้ันตํ่าของฐานขอมูลทั้งหมดและลดไอเท็มเซ็ตที่ไมผานคา
สนับสนุนข้ันตํ่าของฐานขอมูลเกา แตผานคาขอบเขตลางที่มี
โอกาสนอยมากที่จะกลายเปน ไอเท็มเซ็ตที่ผานคาสนับสนุน
ข้ั นตํ่ าของฐานข อมู ลทั้ งหมดเมื่ อมี ข อมู ลใหม เข ามา
โดยใชเกณฑของคาขอบเขตลางและคาความเชื่อมั่นข้ันตํ่า

(Minimum confidence) ซึ่งจะกลาวถึงในหัวขอตอไป
3.1.2 การกําหนดคาความเช่ือมั่นข้ันต่ํา (Mini-

mum Confidence)
การพิจารณาวาไอเท็มเซ็ตใดๆ มีคาความเชื่อมั่นผานคา

ความเชื่อมั่นข้ันตํ่า สามารถคํานวณคาความเชื่อมั่นไดจาก
สมการความเชื่ อมั่ น และคาความเชื่ อมั่ นข้ันตํ่ากําหนด
โดยผูใช

Confidence (A->B) =P (B|A)
ยกตัวอยาง AB.support= 10; B.support=5;
Confidence (A->B) = B.support/ AB.support=0.5
จากสมการของคาเชื่อมั่น จะเห็นวา ความนาจะเปนที่เกิด

ไอเท็มเซ็ต AB ข้ึนอยูกับความนาจะเปนของไอเท็มเซ็ต A
หมายความวานาจะเปนของไอเท็มเซ็ตที่มีความยาว n+1
จะข้ึนอยูกบัความนาจะเปนของไอเทม็เซต็ทีม่คีวามยาว n เมือ่
n คือจํานวนเต็มบวก จากคาเชื่อมั่นข้ันตํ่า (Minimum confi-
dence) ไอเทม็เซ็ตที่ไมผานคาสนบัสนนุข้ันตํ่าของฐานขอมูล
เกา แตผานคาสนับสนุนขอบเขตลาง ในแตละความยาวของ
ไอเท็มเซ็ต และมีคาความเชื่อมั่นสูง แสดงวา ไอเท็มเซ็ต
นั้นมีความนาจะเปนที่ จะกลาย เปนไอเท็มเซ็ตที่ผานคา
สนับสนุนข้ันตํ่าของฐานขอมูลทั้งหมด

3.2 Algorithm FUFI (Fast Update of Frequent
Itemsets)

จากภาพที ่1 แสดงข้ันตอนการทาํงานของอัลกอริทมึ FUFI
ทั้งหมด และสัญลักษณที่ใชในภาพที่ 1 สามารถดูไดจาก
ตารางที ่2

จากข้ันตอนการทํางานของอัลกอริทึม FUFI จะแยกการ
ทํางานเปน 2 ทาง คือ

3.2.1 ประมวลผลฐานขอมลูครัง้แรก (First Time
Processing)

- อานและนับคาสนับสนุนของ itemsets จาก DB
- ถาคาsupport ของ itemset >= minsup จริง กใ็หไปสราง

itemsets level ตอไป ถาเท็จก็เช็ค itemset.sup<minsup
และ >= lower

- ถาคา support ของ itemset <minsup และ >= lower
จริง ก็ใหไปเช็ค minconf ถาเท็จก็ตัดทิ้ง

- ถาคา confidence ของ itemset > minconf จริง
ก็ใหไปสราง itemsets level ตอไป เท็จก็ตัดทิ้ง

- สราง itemsets สําหรับ level ถัดไป
- ทําซ้ําต้ังแตข้ันตอนแรกถึงข้ันตอนลาสดุ กต็อเมือ่จาํนวน



11ÇÒÃÊÒÃà·¤â¹âÅÂÕÊÒÃÊ¹à·È»Õ·Õè 3 ©ºÑº·Õè 6 ¡Ã¡®Ò¤Á - ̧ Ñ¹ÇÒ¤Á 2550

º·¤ÇÒÁÇÔ Ñ̈Â : à·¤¹Ô¤¡ÒÃà¡çºäÍà·çÁ·Õèà¡Ô´¢Öé¹º‹ÍÂ â´Â¾Ô¨ÒÃ³Ò¤‹Ò¤ÇÒÁàª×èÍÁÑè¹¢Ñé¹µèÓà¾×èÍÃÍ§ÃÑº¡ÒÃà¾ÔèÁ¢Í§¢ŒÍÁÙÅ

itemsets <= level ไมจริง
- เขียน Frequent Items และคา support ของ items

ลงไฟล
3.2.2 ประมวลผลเมือ่มขีอมลูเขามา (Incremental

Processing)
- อานและนับคาสนับสนุนของ itemsets จาก db
- ถาคาsupport ของ itemset >= minsup จริง กใ็หไปสราง

itemsets level ตอไป เท็จก็ใหตัดทิ้ง
- สราง itemsets สําหรับ level ถัดไป
- ทําซ้ําต้ังแตข้ันตอนแรกถึงข้ันตอนลาสดุ กต็อเมือ่จาํนวน

 itemsets <= level ไมจริง
- เขียน Frequent Items และคา support ของ items ใน

db ลงไฟล
- อานและปรับปรุงคาสนับสนุนของ frequent itemsets

จาก ไฟล frequent itemset ของ DB และ db

Start

ReadItemsets&
CountSupport 

FormDB

Itemsets sup>=
minsup

Lower
<= Itemsets sup

< minsup

Itemsets conf
>= minconf

Leve +1
GenerateItemsets

Level >= 2

Number of
Itemsets <=

leve

WriteFrequentItem
Set&supportToFile

FreqDB

Finish

PruneItemsets

PruneItemsets

Check First
Time or

Incremental

ReadItemsets&
CountSupport 

Formdb

PruneItemsets Itemsets sup>=
minsup

level+1
GenerateItemsets

leve >= 2

Number of
Itemset <=

leve

ReadFileFreqDB&
Freqdb

UpdateItemset
Support

WriteFrequentItem
Set&supportToFile

Freqdb

Itemset sup >=
minsup

Lower
<= Itemsets sup

< minsup

Itemsets conf
>= minconf

PruneItemsets

PruneItemsets

UpdateFreqDBdb
intoFile FreqDB

Finish

First time
level = 1

No

YesYesNo

Yes

Incremental
leve = 1

No

No

No

Yes No

Yes

No

Yes

Yes

Yes

No

No

ภาพที ่1 แสดงข้ันตอนการทํางานของอัลกอริทึม FUFI

- ถาคาsupport ของ itemset >= minsup จริง ก็ใหเขียน
Frequent Items และคา support ของ items ใน DBdb ลงไฟล
FreqDB เปนเท็จ ก็เช็ค itemset <minsup และ >= lower

- ถาคา support ของ itemset <minsup และ >= lower
จริง กใ็หไปเชค็ minconf ถาเทจ็กตั็ดทิ้ง

- ถาคา confidence ของ itemset > minconf จริง
ก็ใหไปเขียน Frequent Items และคา support ของ items ใน
DBdb ลงไฟล FreqDB

ตารางที่ 2  ตารางคาพารามิเตอร
ตัวแปร

Level

Itemset.sup

Minsup

Itemset.conf

Lower

Minconf

DB

db

DBdb

Frequent itemsets

FreqDB

คําอธิบาย

ความยาวของไอเท็มเซ็ต

คาสนับสนุนของไอเทม็เซ็ต

คาความเชื่อมั่นของไอเท็มเซ็ต

คาสนับสนุนข้ันตํ่า

คาความเชื่อมั่นข้ันตํ่า

คาขอบเขตลาง (|DBdb|*minsup|db|)

ฐานขอมูลเกา

ขอมูลใหมทีเ่พิ่มเขามา

ฐานขอมูลรวม

ไอเท็มเซ็ตที่ผานคาความเชื่อมั้นข้ันตํ่า

ไอเท็มเซ็ตที่ผานคาความเชื่อมั้นข้ันตํ่า
ในฐานขอมูลเดิม

Freqdb ไอเท็มเซ็ตที่ผานคาความเชื่อมั้นข้ันตํ่า
ในฐานขอมูลใหม

3.3 ตัวอยางการทํางาน
เพื่อใหงายตอการเขาใจ ดูภาพที่ 2 และสัญลักษณจาก

ตารางที ่2 แสดงถึงตัวอยางการทํางานของอัลกอริทึม FUFI
สําหรับการประมวลผลฐานขอมูลคร้ังแรกในฐานขอมูล DB

กําหนดให |DB|=10 transactions
|db|=6 transactions
Minsup= 5 transactions(50%)
Minconf=50%
Lower= 2 transactions
ยกตัวอยาง A=6 (0%) หมายความวา ไอเท็มเซ็ต A มีคา

สนับสนุน 6 transactions มีคาความเชื่อมั่น 0 %
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Level 1 A = 6 (0%)
B = 5 (0%)
C = 6 (0%)
D = 4 (0%)
E = 3 (0%)
F = 1 (0%)

A = 6 (0%)
B = 5 (0%)
C = 6 (0%)
D = 4 (0%)
E = 3 (0%)

Passed
minsup,
Passed
Lower

A,B = 4 (66.7%)
A,C = 2 (33%)
A,D = 4 (66.7%)
A,E = 3 (50%)
B,C = 2 (40%)
B,D = 2 (40%)
B,E = 3 (60%)
C,D = 3 (50%)
C,E = 1 (16.7%)
D,E = 3 (75%)

Generate Candidate itemsets

Level 2
A,B = 4 (66.7%)
A,D = 4 (66.7%)
A,E = 3 (50%)
B,E = 3 (60%)
C,D = 3 (50%)
D,E = 3 (75%)

Passed
minsup,
Passed
Lower
And

minconf

ภาพที ่2  แสดงตัวอยางการทํางานเบื้องตนของ FUFI

จากภาพที ่2
Level 1

- ในการคํานวณจะเร่ิมตนจาก itemsets level 1 เพื่อนับ
คาสนับสนุนและคาความเชื่อมั่นของแตละ items

- สวนของ Passed minsup,Passed lower จะกําจัด
itemsets ที่ไมผาน minsup หรือ ไมผาน lower

- สราง แคนดิเดต ไอเท็มเซ็ต (candidate itemsets) ที่มี
ความยาว 2

Level 2
- จะนําผลลัพธจาก candidate itemsets จาก level 1

มาเพื่อนับคาสนับสนุนและคาความเชื่อมั่นของแตละ items
- สวนของ Passed minsup,Passed lower and minconf

จะกําจัด itemsets ที่ ไมผาน minsup หรือ ผาน lower
แตไมผาน minconf

o จากรูปจะม ีitemsets บางตัว เชน CE ไมผาน min
sup และ lower ซึ่งจะถูกตัดทิ้งไป

o จากรูปจะม ีitemsets บางตัว เชน BD ไมผาน min
sup ผาน lower แตไมผาน minconf ก็จะถูกตัดทิ้งไป

หลังจากนั้น Itemsets ที่ผานการตรวจสอบ Passed
minsup, Passed minconf จะถูกนํามาสรางเปน candidate
itemsets ของ level ถัดไปเพื่อทําตอไป จนกวาไมสามารถ
สราง candidate itemsets ได

4. ผลการดําเนินงาน
4.1 ผลการทดลอง
งานวิจัยนี้ทําการวิเคราะหและเปรียบเทียบประสิทธิภาพ

ในการเลือกไอเท็มเซ็ตที่คาดวาจะผานคาสนับสนุนข้ันตํ่า
เมื่อมีขอมูลใหมเขามา เพื่อใชปรับปรุงคาสนับสนุน เมื่อมี

การเพิ่มขอมูลใหมเขามา โดยศึกษาเวลาในการประมวลผล
จํานวนการเก็บไอเท็มเซ็ตที่คาดวาจะผานคาสนับสนุนข้ันตํ่า
เมื่อมีขอมูลใหมเขามา และไอเท็มเซ็ตที่ ถูกคัดเลือกยังคง
ครอบคลมุไอเทม็เชต็ทกุตัวทีค่าดวาจะผานคาสนบัสนนุข้ันตํ่า
ในการนับคร้ังถัดไปหรือไม

ในการทดลองนี ้ใชฐานขอมลูสงัเคราะห ชดุขอมลูทีเ่กาะกลุม
(Dense datasets) C10D10K.dat [10] มาเปน ฐานขอมูลเดิม
(DB) จํานวน 10000 transactions และจํานวนไอเท็ม = 10
ไอเท็มตอ 1 transaction และขอมูลใหมที่เพิ่มเขามา (db)
คร้ังละ 100 transactions และจํานวนไอเท็ม = 10 ไอเท็มตอ
1 transaction จํานวน 5 คร้ัง

การในทดลองนี ้ทดสอบอยูบนเคร่ือง Notebook CPU 1.5
GHz, RAM 1256 MB บนระบบปฏิบติัการ windows XP SP2
ใช  Microsoft Visual Studio 2005 ในการ compile
และประมวลผล

ตารางที่ 3 ตารางเปรียบเทียบจํานวน frequent item set
และเวลาในการประมวลผล เมื่อมีการ re-scan ฐานขอมูลเกา
ไม re-scan ฐานขอมูลเกาและใช min conf ในการพิจารณา
เมื่อคา minimum support =10 %

ภาพที่ 3 แสดงเวลาประมวลผลในแตรอบของการเพิ่มขอมูล
เมื่อมีการ re-scan ฐานขอมูล ไม re-scan ฐานขอมูลและใช
minimum confidence ในการพิจารณา
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เพือ่งายตอการเขาใจผลการทดลอง ดูตารางที ่3 และกราฟ
จากภาพที ่ 3 ประกอบ แลวพิจารณาผลการทดลองดังหัวขอ
ตอไปนี้

4.1.1 การเกบ็ไอเทม็เซต็ทีค่าดวาจะผานคาสนบัสนนุ
ข้ันตํ่าเมื่อมีขอมูลใหมเขามา

ประเด็นที่ตองพิจารณาสําหรับการวิจัยกรณีนี้คือการเก็บ
ไอเท็มเซ็ตที่ไมผานคาสนับสนุนข้ันตํ่าของฐานขอมูล (DB)
แตผ านคาสนับสนุนขอบเขตลาง ที่ คาดวาจะกลายเปน
ไอเท็มเซ็ตที่ผานคาสนับสนุนข้ันตํ่าของฐานขอมูลทั้งหมด
(DB+db) เมื่อขอมูลใหมเขามา เวลารวมและและเวลาใน
การทํางานแตละคร้ังเมื่อขอมูลเขามาจะดีกวากรณีไมเก็บ
ไอเทม็เซต็ที่คาดวาจะผานคาสนบัสนนุข้ันตํ่าเมือ่มีขอมลูใหม
เขามาไว แตตองเขาไปนับคาสนับสนุนในฐานขอมูลเกา
(DB)ทุกคร้ังที่ ม ีขอมูลใหมเขามา(db)หรือไม ถาสังเกตที่
NUWEP, minconf=0% และ rerun Apriori จะเห็นวารอบแรก
rerun Apriori จะเหนือกวา เพราะเก็บไอเท็มเซ็ตนอยกวา
เนื่ องจากไม ได ใชคาขอบเขตลาง แตสําหรับ NUWEP,
minconf=0% จะใชคาขอบเขตลาง เพื่ อเก็บไอเท็มเซ็ต
ทีค่าดวาจะกลาย เปนไอเทม็เซ็ตทีผ่านคาสนบัสนนุข้ันตํ่าของ
ฐานขอมูลทั้ งหมด (DB+db) จํานวนมากกวาทําให เวลา
NUWEP,minconf=0% มากกวา rerun Apriori ในรอบแรก
แตหลังจากรอบที่หนึ่ งเปนตนไป NUWEP,minconf=0%
ไดนําไอเท็มเซ็ตที่คาดวาจะกลายเปนไอเท็มเซ็ตที่ผานคา
สนับสนุนข้ันตํ่าของฐานขอมูลทั้ งหมด (DBdb) มาชวย
ปรับปรุงคาสนับสนุน ทําใหลดเวลาการปรับปรุงคาสนับสนุน
ไดมาก และเหนือกวา rerun Apriori อยางมากมาย

4.1.2 เงื่อนไข minimum confidence
ประเด็นที่ ต องพิจารณาตอมาคือ กรณี เพิ่ มเงื่ อนไข

Minimum confidence เขาไปเพื่อสรางเกณฑในการเก็บ
ไอเทม็เซต็ ทีค่าดวาจะกลาย เปนไอเทม็เซต็ทีผ่านคาสนบัสนนุ
ข้ันตํ่าของฐานขอมูลทั้งหมด (DBdb) จะทําใหประสิทธิภาพ
ของเทคนิคนี้ลดลงหรือไม จาก FUFI, minconf=50% และ
FUFI, minconf=80% เวลาที่ ใชประมวลผลในรอบที่ 0-6
แตละรอบและเวลารวม ก็ยังนอยกวาเวลาของ rerun Apriori
และ NUWEP, minconf=0% จากข อความที่ กล าวมา
จึงถือวาการเพิ่ม minconf ในการพิจารณา ไมไดทําเวลา
ในการประมวลผลเพิม่ข้ึน แตกลบัชวยลดเวลาการประมวลผล
เมื่อเทียบ rerun Apriori และ NUWEP, minconf=0%

4.1.3 เวลาประมวลผลและการคัดเลือกไอเท็มเซ็ต

ประเด็นที่ ตองพิจารณาคือ การวิจัยนี้มุงหวังที่จะลดเวลา
ประมวลผลและจํานวนไอเท็มเซ็ต ที่ คาดวาจะกลายเปน
ไอเท็มเซ็ตที่ผานคาสนับสนุนข้ันตํ่าของฐานขอมูลทั้งหมด
(DBdb) ใหนอยลงสําหรับการนับคร้ังแรก

จากตารางที่  3 เวลาการประมวลผลของ FUFI, min
conf=50% และ FUFI, minconf=80% ในรอบที่ 1 จะนอยกวา
NUWEP, minconf=0% คอนขางมาก แตในรอบที่  2-6
เวลาการประมวลผลของ FUFI, minconf=50%;FUFI,
minconf=80% และ minconf=0% นอยกวาเพียงเล็กนอย
ดังนั้นสามารถสรุปไดวาเทคนิค FUFI ชวยลดเวลาในการ
ประมวลผลไดดีกวาเทคนิค NUWEP

จากภาพที่ 4 พิจารณาจํานวนไอเท็มเซ็ตที่คัดเลือกโดย
เทคนิ ค FUFI, minconf 50%;FUFI, minconf 80%
มีจาํนวนไอเท็มเซต็นอยกวา เทคนิคของ NUWEP ในทกุรอบ
ของการเพิ่มของขอมูล แตยังมากกวาเทคนิค Rerun Apriori
เพยีงเลก็นอย

อยางไรก็ตามถาเทียบเวลาการประมวลผลระหวาง FUFI
กับ Rerun Apriori จากตารางที ่3 จะพบวา FUFI จะใชเวลา
ประมวลผลในทุกรอบของการเพิ่มขอมูลนอยกวา Rerun

ภาพที่  4  แสดงจํานวนไอเท็มเซ็ตที่ผานเกณฑของแตละ
อัลกอริทึม ในแตละรอบของการเพิ่มขอมูล เมื่อ minimum
support =10%
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Apriori อยางมากมาย จึงถือจํานวนไอเท็มเซ็ตที่เพิ่มข้ึนมา
สําหรับ FUFI มีขอเสียเพียงเล็กนอย เมื่อเทียบกับเวลา
ประมวลผลที่ลดลงไปอยางมากมาย

และจากตารางที่  4 พบวาความผิดพลาดของเทคนิค
NUWEP, FUFI ในการคัดเลือกไอเท็มเซ็ตที่คาดวาจะกลาย
เปนไอเทม็เซต็ทีผ่านคาสนบัสนนุข้ันตํ่าของฐานขอมลูทัง้หมด
ทุกรอบของการเพิ่มของขอมูล มีคาเปนศูนย

ฉะนัน้จงึสามารถสรุปไดวาเทคนิค FUFI สามารถคดัเลอืก
ไอเทม็เซต็ทียั่งคงครอบคลมุไอเทม็เช็ตทุกตัวทีค่าดวาจะผาน
คาสนับสนุนข้ันตํ่าในการนับคร้ังถัดไป

ตารางที ่ 4 ตารางเปรียบเทียบความผิดพลาดในการคัดเลือก
ไอเทม็เซต็ทีค่าดวาจะกลาย เปนไอเทม็เซต็ทีผ่านคาสนับสนนุ
ข้ันตํ่าของฐานขอมลูทัง้หมด และคา minimum support =10 %

4.2 สรุป
เมื่อมีขอมูลใหมเขามา คาสนับสนุนของแตละไอเท็มเซ็ต

ตองมกีารปรับปรุงใหสอดคลองกบัขอมลูใหม แตการปรับปรุง
กต็องเขาคนหาในฐานขอมลูซึง่มขีนาดใหญ ทําใหเสียเวลาใน
การปรับปรุง จงึมกีารเสนอวธีิวา เมือ่มีการหาคาสนับสนนุใน
ฐานขอมูลคร้ังแรกใหเก็บไอเท็มเซ็ตที่คาดวาจะกลายเปน
ไอเท็มเซ็ตที่ผานคาสนับสนุนข้ันตํ่าของฐานขอมูลทั้งหมด
(DBdb) ในอนาคตไว เพือ่จะนํามาใชปรับปรุงคาสนบัสนนุใน
คร้ังถัดไป

แตการเก็บไอเท็มเซ็ตที่คาดวาจะกลาย เปนไอเท็มเซ็ตที่
ผานคาสนับสนุนข้ันตํ่าของฐานขอมูลทั้งหมด (DBdb) ใน
อนาคตไว ก็ใชเวลามาก และไอเท็มเซ็ตที่คาดวาจะกลาย
เปนไอเทม็เซต็ทีผ่านคาสนบัสนนุข้ันตํ่าของฐานขอมลูทัง้หมด
(DBdb) บางตัวกไ็มไดใชเลย การวจิยันีจ้งึเร่ิมจากเขาไปปรับปรุง
วิธีการเลือกไอเท็มเซ็ตที่คาดวาจะกลายเปนไอเท็มเซ็ตที่
ผานคาสนับสนุนข้ันตํ่าของฐานขอมูลทั้งหมด (DBdb) ใหมี

ประสิทธิภาพ โดยเสนอ คาความเชื่อมั่นข้ันตํ่า (minimum
confidence) ในการคัดเลือก จากการทดลองกับฐานขอมูล
สังเคราะห dense datasets ผลลัพธแสดงถึงวา การใชคา
ความเชือ่มัน่ข้ันตํ่าในการพจิาณา ไมทําเวลาในการประมวลผล
เพิม่ข้ึน แตกลบัชวยเวลาในการประมวลผลใหนอยลงได

แนวคิดของงานวิจัยชิ้นนี้สามารถนําไปประยุกตใชกับ
เทคนิคการจําแนกประเภทขอมูลโดยใชกฎความสัมพันธ
(Associative classification) [10] เพราะวาเมื่อขอมูลใหมมี
การเพิ่มเขามา เทคนิค Associative classification จะเกิด
ปญหาตองนับคาสนบัสนนุใหมในฐานขอมลูเกาทกุคร้ัง ทําให
สามารถทีจ่าํแนวคดิของงานวจิยัชิน้นีไ้ปแกปญหาและสามารถ
นําแนวคิดงานวิจัยชิ้นนี้ไปพัฒนาเปนเทคนิค Incremental
associative classification เพราะแนวคิดงานวิจัยชิ้ นนี้
เสนอแนวทางในการนับและปรับปรุงคาสนับสนุนใหมใน
ฐานขอมูลเกา
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