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Abstract

This paper proposes a framework of automatic resolver
group assignments of IT service desk outsourcing in banking
firms. Recently, service desk technologies have not addressed
the problem of performance in resolving incidents dropped
due to overwhelming reassignments. This article makes two
contributions: (1) data preparation procedures proposed for
text mining discovery algorithms; and (2) rule generation from
data based on decision tree procedures proposed for
knowledge acquisition. In the experiments, we acquired the
incident dataset from Tivoli CTI system as text documents
and then conducted data pre-processing, data transforming,
decision-tree-from-text mining, and decision-tree-to-rules
generation. The method of model was validated using the test
dataset by the 10-fold cross validation technique. The
experimental results indicated that ID3 method could correctly
assign jobs to the right group based on the incidents
documents in text or typing keywords. Furthermore, the rules
resulting from the rule generation from the decision tree could
be properly kept in a knowledge database in order to support
and assist with future assignments.

Keywords: text mining, decision tree, automatic resolver group
assignment, service desk, and outsourcing.

1.  Introduction
Beyond the rapid change in technology and competition

among the banks in Thailand, therefore, they need to reduce
costs and to improve their quality of services by strategic IT
outsourcing. The IT outsourcings are understood as a process
in which certain service providers, external to organizations,
take over IT functions formerly conducted within the
boundaries of the firm [1], [2]. In the IT outsourcing, the IT
service desk is an important function of incident management
driven by alignment with the business objectives of the
enterprise that requires IT support, balancing their operations
and achieving desired service level targets.

By the case study of knowledge management systems
applied to IT service desk outsourcing in the bank, it appears
that the IT service desk outsourcing’s role is not quite a single
point of contact [3]. The bank takes ownership of the help
desk agents called first level support (FLS) which acts an
interface for internal users and external customers. Thus, the

IT service desk as a second level support (SLS) will      resolve
the assigned incidents from the FLS by ensuring that the
incident is in the outsourcing scope and still owned, tracked,
and monitored throughout its life cycle. The service desk
technology of computer telephony integration (CTI) has not
been focusing and supporting automatic resolver group
assignment. The assignment is still performed manually by IT
service desk agents. The problem is there may be a mistake in
assigning a resolver group to deal with the incident due to
human errors. This problem of incorrect resolver group
assignment will be resolved by means of the automatic
assignment approach.

2.  R elated works
2.1 Decision support system
In the past decade, contributions of decision support

systems for resource assignments have been proposed in
several areas. In R&D project selection, Sun [5] presented a
hybrid knowledge and model approach which integrated
mathematical decision models for the assignment of external
reviewers to R&D project proposals. The purpose of the model
was to assign the most appropriate expert to relevant proposals.
Before the research above, Fan [6] proposed a decision support
system for proposal grouping, which is a hybrid approach for
proposal grouping, in which knowledge rules were designed
to deal with proposal identification and proposal classification,
and a genetic algorithm was used to search for the expected
groupings. Next was a decision support system for multi-
attribute utility evaluation based on imprecise assignments
was proposed by Jiménez [7]. The paper describes a decision
support system based on an additive or multiplicative multi-
attribute utility model for identifying the optimal strategy. Last
but not least, in research for a rule-based system of automatic
assignment of technicians to service faults, Lazarov and Shoval
[8] presented a model and prototype system for the assignment
of technicians to handle computer faults. Selection of the
technician most suited to deal with the reported failure was
based on the assignment rules which are correlations between
the nature of the fault and the technicians’ skills. The model
was evaluated using simulation tests, comparing the results
of the model assignment process against assignment carried
out by experts. The results showed that the system’s
assignments were better than the experts’.
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For the technologies regarding service desk, many
organizations have focused on computer telephony integration
(CTI). The basis of CTI is to integrate computers and
telephones so that they can work together seamlessly and
intelligently [9]. The major hardware technologies are as follows:
automatic call distributor (ACD), voice response unit (VRU),
interactive voice response unit (IVR), predictive dialing,
headsets, and reader bounds [10]. These technologies are
used to make the existing process more efficient by focusing
on minimizing the agent’s idle time [11]. These technologies
do not address the problem of resolving performance dropped
due to incorrect assignments.

Incorrect assignment is still taking place because of human
errors, because the assignment of resolver group to deal with
the incident is performed manually by IT service desk agents.
In fact, technologies for the service desk management do not
focus on automatic assignment, although the ITIL framework
guides the IT service desk outsourcing to resolve incidents
by putting in place the best practice processes for IT service
desk decision making regarding assignment and reassignment.
In this paper, we propose a model for automatic resolver group
assignment which is based on text mining discovery algorithms,
and implementing the optimal algorithm in the model as well as
validating the selected method of the model.

2.2 Methods
A decision tree is a simple structure where a tree in which

each branch node represents a choice between a number of
alternatives, and each leaf node represents a classification or
decision. The ordinary tree consists of one root, branches,
nodes (places where branches are divided), and leaves. In the
same way, the decision tree consists of nodes, which stand
for circles or cones, the branches stand for segments
connecting the nodes [12].

The decision tree algorithms can be applied to solve the
problem under discussion. The decision trees also represent a
supervised approach to classification. In this case, we used
several decision trees including ID3, J48, NBTree, Random
Forest, Random Tree, and REPTtree. The below are brief
descriptions of various decision tree methods.

An ID3 [13] has been found to construct simple decision
trees and can be described using the information gain criterion.
It splits the data in two parts. The exact criterion is determined
by examining the entropy of the two subsets. The split results
in the largest information gain or decrease entropy. J48 [13],
[14] classifier generates an unpruned or a pruned C4.5 decision
tree with slightly modified C4.5. The decision is grown using
depth-first strategy. The algorithm considers all the possible
tests that can split the data set and selects a test that gives the
best information gain. The naïve Bayesian tree learner, NBTree
[15], combines naïve Bayesian classification and decision tree
learning. In NBTree, a local naïve Bayes is deployed on each
leaf of a traditional decision tree, and an instance is classified
using the local naive Bayes on the leaf into which it falls. A
random forest [16] is an ensemble of unpruned classification
or regression trees, induced from bootstrap samples of the
training data, using random feature selection in the tree
induction process. Prediction is done by aggregating (majority

vote for classification or averaging for regression) the
predictions of the ensemble. A random tree is a tree drawn at
random from a set of possible trees. The random means that
each tree in the set of trees has an equal chance of being
sampled. Another way of saying this is that the distribution of
trees is uniform. Random trees can be generated efficiently
and the combination of large sets of random trees leads to
accurate models.  REPTree [4] is a fast decision tree learner
that builds a decision tree using information gain as the splitting
criterion, and prunes it using reduced-error pruning. It only
sorts values for numeric attributes once. Missing values are
dealt with using the C4.5’s method of using fractional instances.

2.3 Evaluation of classification trees
The evaluation of classification trees commonly uses 10-

fold smooth out cross-validation [15] for estimation. The 10-

fold cross-validation which is helpful in preventing overfitting.
The cross-validation process is repeated 10 times, with 10
subsets of equal size, training on nine datasets and testing on
one dataset and then used exactly one which mean is accuracy.

2.4 Text mining
Text mining is data mining applied to information extracted

from text. It can be broadly defined as a knowledge-intensive
process in which a user interacts with a document collection
over time by using a suite of analysis tools [17]. A text mining
handbook written by Feldman and Sanger [17] presents a
comprehensive discussion of text mining and links detection
algorithms and their operations.

3.  The Proposed Framework
This section are to describe IT service desk outsourcing

functions in terms of business understanding and technology
usages, a sample of incident dataset and correlation of system
type failures and resolver groups, and to illustrate the
framework of automatic resolver group assignment.

3.1 IT service desk outsourcing
IT service desk is a cruial function of an IT outsourcing

provider who takes over IT functions from the bank. However,
the bank desires service level targets based on the service
level agreement (SLA) to control the IT service desk operations
[18]. The purpose of the IT service desk outsourcing is to
support customer services on behalf of the bank’s technology
driven business goals. The role of the IT service desk is to
ensure that IT incident tickets are owned, tracked, and
monitored throughout their life cycle. In this case, we study
the IT service desk outsourcing of a bank in Thailand.

There are three main agent levels for resolving incident
end-to-end process.  These are (1) First level support, called
FLS, which is the Bank help desk agents; (2) Second level
support called SLS is IT service desk outsourcing agents; and
(3) Third level support called TLS is resolver groups. In this
case, we focus on the IT service desk outsourcing,       including
SLS and TLS. The Tivoli CTI technology is used to interface
among the three levels of agents in order to make them work
simultaneously on the current ticket to be resolved by the
target time. The internal users or external customers directly
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contact the FLS agents with various incident reports. The
incident reports are divided into two types depending upon
the IT related that incident. One is Non-IT incident and another
type is IT incident. Both are reported to FLS agents and then
the agents review the reports in terms of incident types, initiate
severity, complete necessary incident descriptions and then
open the ticket one-by-one without recurring. The Non-IT
incident tickets are resolved by bank’s resolvers while IT
incident tickets are assigned to the IT service desk outsourcing
or SLS agents to resolve those incidents. Thus, the SLS agents
review and validate the assigned IT incident ticket for adequacy
and correctness based on outsourcing scope, incident types,
and severity criteria. If the assignment is not correct both of
FLS and SLS will be requested to solve the issue. The valid IT
incident ticket may be resolved by the SLS agents using
knowledge management system [3] or be assigned to the TLS
to resolve the incident. TLS agents include five main resolver
groups; (1) EOS  (Enterprise Operation Support), (2) IE-AMS
(Application Management Support), (3) NWS (Network
Management Support), (4) OS-EC (Electrical Operating
Support), and (5) VEN (Vendor). In this case, we improve IT
service desk outsourcing’s roles by proposing the model of
automatic resolver group assignment. Figure 1 shows the
framework of IT service desk outsourcing with automatic
assignment.
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Figure 1.  The model for IT service desk outsourcing with
automatic resolver group assignment.

For the reason that the bank is already deploying strategies
to improve the quality of IT services and reduce service delivery
cost using some combination of outsourcing and internal
process improvements as well as technology. Therefore, CTI
technology and ITIL best practice frameworks are applied to
the bank’s and the outsourcing’s functions.  CTI technology
such as Tivoli can help several agents working simultaneously
and comfortably in tracking an incident through its life, the
selection of the suitable resolver group to deal with that
incident is still performed manually by IT service desk agents.
However, the issue of incorrect assignment is still taking place.
Another issue from the IT expert is that a one-to-one
assignment may not help the ticket close completely, since
one ticket may need more than one resolver.

3.2 Sample

Raw datasets are provided by the Tivoli system in a
spreadsheet for 14,440 cases. They were collected for 4-months
(April to July as shown in Appendix A, Figure A-1). Each
column (or attributes) contains information about incident
records. However, in this study, we focus on the information
of four columns: incident descriptions, system-type failures,
component failures, and the assigned resolver groups who
are related to those system-type failures, since the objective
of this paper is a text mining discovery methods to automatic
assignment approach. Table 1 shows the number of incidents
of various system types and resolver groups.

Table 1. The number of incidents of system-type failures and
resolver

System-Type
Failur es EOS IE-MS N WS OS-EC VEN

Hardware 0 0 5,605 1,841 294

Software 376 400 3,307 148 6 1

Network 0 0 308 593 1,120

Operation 0 6 6 6 1 8

Power Supply 0 0 0 357 0

3.3 Data preparation and method discovery
The raw dataset contains structured information about

incident cases as previously described in Section 3.2. Figure 2
shows data preparation procedure for text mining discovery
algorithms.
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Figure 2.  Data preparation procedure for text mining
discovery algorithms.

For the model approach, we use the following six steps: 1)
Data preparation with text documents of incident records; 2)
Document collection or Text corpus; 3) Data divided for training
documents and test documents; 4) Text measurement;
5) Method selection based on the training documents; and
6) Model validation based on the test documents.
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3.3.1 Data preparation
Data preparation processes include data recognition,

parsing, filtering, data cleansing [19], and transformation. In
this case, we add data grouping by keywords. Hence, in this
case, the data preparation processes are as follows:

(a) Data Recognition: identify the incident records
collected from Tivoli CTI system as the sample of raw
structured data in spreadsheet format.

(b) Data parsing: the purpose of data parsing is to resolve
a sentence into its component parts of speech. We created
another keyword dictionary and modify the program to execute
both of a standard dictionary and the modified dictionary.

(c) Data filtering: involves selecting rows and columns
of data for further document collection or text corpus.
Consequently, the text corpus includes several columns,
including system failure types, sub-system or component
failures, incident descriptions, and assigned resolver group.

(d) Data cleaning: correct inconsistent data, checking to
see the data conform across its columns and filling in missing
values in particular for the component failures and assigned
resolver groups.

(e) Data grouping: from the word extraction obtain a lot
of words and then grouped them into the words of component
and system-type failures.

(f) Data transformation: we transformed data prior to data
analysis. Several steps need data transformation such as word
extraction, text measurement, text mining via WEKA[4] and
machine learning, which is applied to discover algorithms or
methods, comparing several decision tree algorithms to find
out the most suitable method for the nature of incident data.

3.3.2 Data separation
The sample dataset is divided into two document sets, (1)

A training document consisting of 66% of the samples and (2)
A test document set consisting of 34% of the cases.

3.3.3 Document collection
Document collection or so called “Text corpus” is the

database containing text fields, which includes a sample of
data. The data is a subset of the incident database. The textual
fields are selected columns such as system type failures,
component failures, incident descriptions, and assigned
resolver group [20].

3.3.4 Text measures
The purpose of text measures is to find attributes that

describe text in order to know how many keywords (KW1,
KW2, …, KWn, where n is the number of words) related to the
assigned groups are in the documents. We developed a
program that provides text measures based upon word counts
across the sample of the text documents. It displays the text
measures.

3.3.5 Method selection
Method discovery is the core of text mining algorithms.

Several decision tree methods; ID3, J48, NBTree, random forest,
random tree, and REP Tree were implemented within the WEKA
framework based upon the training dataset. The ID3 decision
tree method was found to be the strongest method for the
nature of that dataset.

3.3.6 Method evaluation
We propose an ID3-based model for the automatic resolver

Table 2.  The number and percentage of correct incidents for
various types of  decision trees

Decision Tree
classi fiers

No. of Correct
Instances

No. of Incorrect
Instances

Accuracy of
Classification
(%)

ID3 8914 616 93.5362

Random tree 8914 616 93.5362

Random forest 8913 617 93.5257

J48 8896 634 93.3473

NBTree 8890 640 92.2844

REPTree 8866 664 92.0325

4.2 Method evaluation
To validate the Decision Tree-based model, the test data

by default value 10-fold cross validation within WEKA platform
were used. The test dataset is randomly selecting from 34% of
the sample dataset for 4,910 cases. In addition, the IT experts
who participate in the experiments also validated the result of
validation. The results show the accuracy assignment was
93.06 % of the cases, which indicates the ID3 method is
significantly suited for the model of decision support system
for automatic resolution of group assignment.

4.3 Rule Generation results
A rule generation from the testing dataset based on ID3

decision tree method are shown in Figure 3 and Figure 4.

group assignment. In order to validate the model, we
implemented ID3 within the WEKA based on the test dataset.
4.  Experimental Results

In this section, we divide the results into two parts,
including: (1) the comparison results; and (2) method
evaluation. The experimental results are as follows:

4.1 Comparison results

We conducted experiments to compare various decision
tree algorithms within the WEKA framework. Based on the
66% of the sample dataset of 9,530 records, we used classified
implementation of random tree, random forest, ID3, J48, NBTree,
and REPTree by using 10-fold cross validation, which is to
prevent overfitting. Table 2 shows the number of correct

Figure 3.  An Extended parts of the results of ID3
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5. Conclusion
This article makes two contributions. Firstly, data

preparation procedures proposed for text mining discovery
algorithms. Secondly, the rule generation from data based on
decision tree procedures proposed for knowledge acquisition.
The comparison of several decision tree methods gave an ID3
decision tree is the strongest algorithm. It yielded correctively
classified instance more than 93% of the cases. The proposed
ID3-Based model for automatic resolver group assignment of
IT service desk outsourcing in the bank. The method was
validated based on the training dataset with 10-fold cross-
validation and the accuracy of the results of the method was
93.54% of the cases. The experimental results indicate that the
ID3 method is the optimal method to provide the model with
automatic resolver group assignment that would significantly
increasing productivity in terms of more assignments that are
correct and thus decrease reassignment turnaround time.
Furthermore, the results of the generated decision tree patterns
by the methods that could also be kept in knowledge database
in order to support and assist with future incident resolver
assignments

For the future work, an ID3 decision tree method is suitable
for automatic resolver group assignments based on dataset of
IT outsourcing in the bank firm. The application of decision
support system and automatic resolve group assignments
should be developed based on the method.
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Appendix A
Figure A-1 shows a sample of incident dataset in spreadsheet.

Figure A-1.  A sample of incident dataset.




