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บทคัดยอ
ขอมูลไมโครอารเรยนิยมใชในการศึกษารูปแบบของสิ่งมี

ชีวิตในระดับโมเลกุล ประกอบดวยตัวอยางการทดลองนอย
แตมีมิติสูง ขอมูลสวนใหญที่ไดจะมีคาขอมูลที่ขาดหายเปน
จํานวนมาก ทําใหประสิทธิภาพในการวิเคราะหขอมูลลดลง
โดยอัลกอริธึมสําหรับการวิเคราะหขอมูลสวนใหญอัลกอริธึม
ตองการขอมลูทีส่มบรูณเพือ่ใหการวเิคราะหขอมลูมปีระสทิธิภาพ
ที่ ดีจึงทําใหตองการวิ ธีการแทนคาขอมูลที่ ขาดหายที่ มี
ประสิทธิภาพ ในงานวิจัยนี้วัตถุประสงคเพื่อตองการนําเสนอ
วิธีการเลือก Feature ที่เหมาะสมในการ Estimate Missing
Values สําหรับขอมูลไมโครอารเรยดวยวิธีการ K-Nearest
Neighbor ทีป่ระกอบดวยสองข้ันตอน คอื การเลอืกคณุลกัษณะ
ของขอมูลดวยวิธีการ K-Nearest Neighbor และการแทนที่
คาขอมลูทีข่าดหายดวยวธีิการ K-Nearest Neighbor จากนัน้ทํา
การเปรียบเทยีบประสทิธิภาพกบัวธีิการ K-Nearest Neighbor
แบบปกติ และ Row Average โดยทําการทดลองกับ 3 Data
Set ไดแก Lung Tumor, Colon Cancer และ ALL-AML Leu-
kemia dataset จากผลการทดลองพบวาวิธีการ KNNFS
Impute ที่นําเสนอใหประสิทธิภาพที่ ดีกวาเมื่ อเทียบกับ
วิธีการ K-Nearest Neighbor แบบปกติ และ ROWAverage

คําสําคัญ: ไมโครอาร เรย การแทนที่ ขอมูล คาขอมูลที่
ขาดหาย วิธีสมาชิกทีใ่กลทีสุ่ด

1. บทนํา
เทคโนโลยีไมโครอารเรย (Microarray Technology) เปน

เทคนคิทีน่ยิมใชในการศกึษารูปแบบของสิง่มชีวีติในระดับโมเลกลุ
ขอมลูไมโครอารเรยเปนขอมลูทีแ่สดงถึงระดับการแสดงออกของ
ยีน (Gene) หลายพันยีนในเวลาเดียวกนั ซึ่งชวยใหนักวจิยัใน
* ภาควิชาเทคโนโลยีสารสนเทศ  คณะเทคโนโลยีสารสนเทศ  มหาวิทยาลัยเทคโนโลยีพระจอมเกลาพระนครเหนือ
** ภาควิชาครุศาสรตไฟฟา  คณะครุศาสตรอุตสาหกรรม  มหาวิทยาลัยเทคโนโลยีพระจอมเกลาพระนครเหนือ

หลากหลายสาขาสามารถศกึษากลไกการทาํงานของสิง่มชีีวติ
เชนการเจริญเติบโตของสิ่ งมีชีวิตในชวงเวลาหรือสภาพ
แวดลอมตาง ๆ ตลอดจนการวินิจฉัยโรคและการคนพบยา
รักษาโรค  โดยใชเทคนคิทางการทาํเหมอืงขอมลู (Data Mining)
และการเรียนรูของเคร่ืองจักร (Machine Learning) ซึ่งการ
วิเคราะหขอมูลไมโครอารเรย ไดแก การจําแนกประเภท
(Classification) [1-3] และการจัดกลุม (Clustering) [4-5]
โดยการวิเคราะหขอมูลทางสถิติดังกลาวหลาย ๆ อัลกอริธึม
ตองการขอมลูทีส่มบรูณ [6] เพือ่ใหการวเิคราะหไดประสทิธิภาพ
สงูสดุ
แตเนื่องจากขอมลูไมโครอารเรยสวนใหญมักประกอบดวย

คาทีข่าดหาย (Missing Value) เปนจาํนวนมาก ซึง่มสีาเหตุมา
จากหลากหลายปจจยัดวยกนั ไดแก ความละเอียดทีไ่มเพยีงพอ
และความผิดพลาดของรูปภาพ ฝุนหรือรอยขีดขวนบนแผน
Slide หรือความผิดพลาดในระหวางกระบวนการทดลอง
หากตองทําการทดลองซ้ําก็จะทําใหเสียเวลาและคาใชจาย
เปนจํานวนมาก [7] การจัดการกับขอมูลที่ขาดหายสามารถ
ทําไดหลายวิธี เชน การตัดเอาระเบียนหรือคุณสมบัติที่มีคาที่
ขาดหายออกหรือโดยการแทนคาขอมลูทีข่าดหายดวยคาใด ๆ
แตเนือ่งจากธรรมชาติของขอมลูไมโครอารเรยนัน้ประกอบดวย
จํานวนตัวอยางขอมูลที่มีจํานวนนอย ถากรณีที่ใชวิธีการตัด
เอาขอมูลตัวอยางที่มีคาที่ขาดหายออก อาจทําใหจํานวน
ตัวอยางในการทดสอบมีไมเพียงพอตอการวิเคราะหขอมูล
ดังนัน้วธีิการทีน่ยิมใชสําหรับการจดัการกบัคาขอมลูทีข่าดหาย
สําหรับขอมูลไมโครอาร เรย จึงนิยมใชการแทนคาดวย
คาใด ๆ  ซึ่งคาที่นิยมใชในการแทนที ่คือ การแทนคาขอมูลที่
ขาดหายดวยศูนยหรือคาเฉลี่ย [8]  แตวิธีการทั้งสองนี้เปนวิธี
ที่ใหคาการประมาณ Missing values ที่ไมเหมาะสม
มีงานวจิยัจาํนวนมากที่ไดศึกษาและพฒันาวธีิการแทนคา
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ขอมูลทีข่าดหายที่มีประสิทธิภาพสาํหรับปญหาตาง ๆ  โดยใช
เทคนิคทางสถิติ การทําเหมืองขอมูล รวมไปถึงเทคนิคการ
เรียนรูของเคร่ืองจักร เพื่อเพิ่มประสิทธิภาพในการวิเคราะห
ขอมูล เชน Troyanskaya et al. [9] ไดทําการศึกษาเปรียบ
เทยีบวธีิการแทนที ่Missing values แบบ K-nearest neighbor
algorithm (KNN impute) Singular Value Decomposition
(SVD) และ Row average ผลที่ ได คือ KNN impute
ใหประสทิธิภาพในการประมาณคาทีดี่กวา Oba et al. ไดพฒันา
วิธีการสําหรับ Estimate Missing Values เรียกวา  Bayesian
Principal Component Analysis (BPCA impute) [10]
ที่สามารถเอาชนะวิธีการ KNN และ SVD ได อีกวิธีการหนึ่ง
ที่ใหประสิทธิภาพ คือ Bayesian Variable Select Algorithm
พัฒนาโดย Zhou et al. [11] วิธีการนี้มีความสามารถในการ
เลือกพารามิเตอร(ยีน)ที่ใชในการ Estimate Missing Values
โดยอัตโนมัติ อัลกอริธึมนี้ ใชทั้ ง Linear และ Nonlinear
Regression หัวใจสําคัญของอัลกอริธึมคือการทํางานอยาง
รวดเร็ว Kim et al. [12] ไดนําเสนอวิธีการ Local least
squares (LLS impute) โดยใชประโยชนจากโครงสรางความ
เหมือนของขอมูลเชนเดียวกับกระบวนการ least squares
optimization. Robust Least Squares Estimation with
Principal Components (RLSP) ถูกนําเสนอโดย Yoon et al.
[13] โดยทําการปรับปรุงประสิทธิภาพของวธีิการ LLS impute
เดิม โดยนําวิธีการ Principal Component Analysis มาใชใน
การหาความสมัพนัธของขอมูล วธีิการ RLSP ใหประสทิธิภาพ
ที่ดีกวาเมื่อเทียบกับวิธีการ KNN, LLS impute, BPCA
สําหรับงานวจิยันีผู้วิจยัมวีตัถุประสงคเพือ่ตองการนาํเสนอ

วิธีการเลือก Feature ที่เหมาะกับสมการ Estimate Missing
Values สําหรับขอมูลไมโครอารเรยดวยวิธีการ K-Nearest
Neighbor Feature Selection for K-Nearest Neighbor Impu-
tation (KNNFS Impute) ที่ประกอบดวยสองข้ันตอน คือ
การเลือกคุณลักษณะของขอมูลดวยวิ ธีการ K-Nearest
Neighbor และการแทนที่ คาขอมูลที่ขาดหายดวยวิธีการ
K-Nearest Neighbor จากนัน้ทําการเปรียบเทยีบประสทิธิภาพ
กบัวธีิการ K-Nearest Neighbor แบบปกติ และ Row Average
ในหัวขอตอไปของเอกสารงานวิจัยจะกลาวถึงความรูพื้นฐาน
เกี่ยวกับงานวิจัย หัวขอที่ 3 จะแสดงรายละเอียดของการ
ออกแบบการทดลอง หัวขอที่ 4 จะนําเสนอผลการทดลอง
และจะสรุปผลและอภิปรายผลในหัวขอที่ 5

2.ทฤษฎีและวรรณกรรมท่ีเก่ียวของ
2.1 ขอมูลไมโครอารเรย
ไมโครอารเรยเปนเทคนิคหนึ่งที่ถูกพัฒนาข้ึนมาเพื่อใชใน

การศึกษาการแสดงออกของยีน โดยตรวจสอบวาในเวลา
นั้น ๆ มีเอ็มอารเอ็นเอชนิดใดอยูในเซลล  นอกจากใชในการ
ตรวจสอบอาร เอ็นเอแลวยังใชตรวจสอบจีโนมิกดี เอ็นเอ
(Genomic DNA) เชน การตรวจสอบการกลายพนัธของดีเอ็นเอ
(DNA Mutation) และตรวจการเปลี่ ยนแปลงของยีนใน
โครโมโซมได
โดยขอมูลไมโครอาร เรย เกิดจากการนําเอาดีเอ็นเอที่

ตองการตรวจสอบ (DNA Sample) กับดีเอ็นเออางอิง (DNA
Library) มาฉาบดวยสารเรืองแสดงคนละส ี จากนั้นนํามาทํา
ปฏิกิ ริยาไฮบริไดเซชัน (Hybridization) บนแผนสไลด
จากนั้นทําการตรวจสอบปริมาณความเขมของแตละสีและ
แปลงคา (Transformation) ใหเปนขอมูลไมโครอารเรย [14]

2.2 วิธีสมาชิกทีใ่กลทีสุ่ด (K-Nearest Neighbor: KNN)
วิ ธีสมาชิกที่ ใกลที่ สุด(K-Nearest Neighbor: KNN)

เปนวิธีการที่งายและมีประสิทธิภาพสําหรับงานการจําแนก
ประเภทขอมูล (Classification) (รายละเอียดเพิ่มเติมดูไดจาก
[15]) มีข้ันตอนการดําเนินการดังนี้

2.2.1 กําหนดคา K
2.2.2 คํานวณหาระยะหางระหวางขอมูลตัวอยางที่

สนใจกับขอมูลอ่ืนๆ ทุกตัวดวยวิธีการ Euclidian distance
จากสมการดังนี้
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โดยที่
dist(xi , xj) คอื ระยะหางระหวางตัวอยาง xiกบัตัวอยาง xj

n คอื จํานวนคุณสมบัติทั้งหมดของตัวอยาง
xi,k คอื คุณสมบัติตัวที ่k ของตัวอยาง xi

2.2.3 เลือกคาขอมูลที่มีคา dist นอยที่สุด k ตัว
เพื่อนํามาพิจารณาหาคําตอบ

3. K-Nearest Neighbor Feature Selection for K-Nearest
Neighbor Imputation (KNNFS Impute)
การจดัการกบั Missing Values ดวยวธีิการ Row average
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มักถูกโนมเอียงดวย Outlier หรือ ขอมูลที่ ไมสัมพันธกัน
เนื่องมาจากการ Estimate Missing Values จะนํา Record
ทั้งหมดของขอมูลมาหาคาเฉลี่ยเพื่อนําไป Impute ขอมูล
โดยไมมีการศึกษาถึงความสัมพันธของขอมูลกอนซึ่งหากมี
บาง Record มีขอมูลที่เปน Outlier มีผลใหการ Estimate
Missing Value ใหประสิทธิภาพที่ตํ่า
สวนวธีิการแบบ KNN ปกตินัน้เปนวธีิการทีใ่หประสทิธิภาพ

ที่ดีกวา Row Average [9] แตประสิทธิภาพยังไมดีเทาที่ควร
เนื่องจากการ Estimate Missing Values ดวยวิธีการ KNN
จะทําการคํานวณหา Record (Case) ที่ใกลเคียงกับ Missing
Values มากที่สุด จาก Feature (Column) ทั้งหมดของขอมูล
เพื่อนํามา Impute Missing Value แตถามีบาง Feature
ที่ไมสัมพันธ (ไมมีความใกลเคียงกัน) กับ Missing Values
ถูกใชในการคาํนวณ ผลลพัธ คอื Record ทีไ่ดอาจถูกโนมเอียง

ดวย Feature ทีไ่มเหมาะสมซึง่จะทาํใหได Record ทีไ่ดไมใกล
เคียงกับ Missing Values ที่ตองการ Impute จริงๆ จึงทําให
ประสิทธิภาพของการ Estimate Missing Values ที่ไดไมดี
จากเหตุผลดังกลาวขางตน ผูวิจัยจึงมีแนวความคิดที่ตอง

การปรับปรุงประสิทธิภาพของวิธีการ KNN เดิม โดยลดความ
โนมเอียงของขอมูลที่ เกิดจาก Feature ที่ ไมเหมาะสมใน
การหา Record ที่ใกลกับ Missing Values ที่ตองการ Impute
โดยการนําเสนอวิธีการใหมเรียกวา K-Nearest Neighbor
Feature Selection for K-Nearest Neighbor Imputation
(KNNFS Impute) ซึ่งวิธีการใหมที่นําเสนอนี้จะมีข้ันตอนของ
การเลือก Feature ที่เหมาะสมที่เปนหัวใจสําคัญสําหรับใชใน
การ Estimate Missing Value โดยวิธีการใหมนี้ประกอบดวย
ข้ันตอนวิธีดังภาพที่ 1

Step 1 Initialize KF feature
Step 2 Calculate feature distance between Xj,j=1,…,col and Xmiss (Feature with missing values) by
using Euclidean Distance...(1)
Step 3 Sort feature distance in an ascending order
Step 4 Select KF minimums distance
Step 5 Initialize KC samples
Step 6 Use KF feature calculate sample distance between Ri , i=1,…,row and Rmiss(Row with missing
values)  by using Euclidean Distance…(1)
Step 7 Sort sample distance ascending
Step 8 Select KC minimums distance
Step 9 Use KC sample to estimate missing value by average

ตัวอยางการคํานวณ KNNFS
ข้ันตอนที่ 1 เลือก K Genes ที่คลายกัน
เพื่อที่จะ Estimate Missing Values ตองอาศัยวิธีการ

เลือกยีนสในการเลือกตัวอยางที่มีประสิทธิภาพ ข้ันตอนนี้จะ
ลดความโนมเอียงของขอมูลที่ เกิดจากการเลือก Feature
หรือยีนสที่ไมมีความใกลเคียงกัน ซึ่ง K Genes ที่คลายกันจะ
ถูกใชสําหรับ KNN อีกคร้ัง ขณะที ่K เปนจํานวนที่ถูกกําหนด
ไวลวงหนา ใน KNNFS Euclidean distance จะถูกใชสําหรับ
การเลือก K Gene ที่คลายกัน ดังตัวอยาง

ตารางที ่1 ตัวอยาง Data Set ที่ไมสมบรูณ

1 ? 4 5 6 2 3 6 1

A1 A2 A3 A4 A5 A6 A7 A8

2 2 3 4 5 6 5 4 4
3 3 4 5 6 3 2 5 2

4 2 3 2 3 4 1 2 1

5 3 3 1 2 5 3 3 4

ภาพที ่1  KNNFS อัลกอริธึม
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กาํหนดให Aij เปนสมาชกิของ Dij โดยที ่A11 เปน Missing
Value มีข้ันตอนในการคํานวณดังนี้

1) กําหนด KF= 3
2) คํานวณหา Distance ของ Feature A11 กับทุก

Attribute โดยใช Euclidean distance สมการที ่(1) ดังนี้
732.1)33()32()43()32(),( 2222

21 =−+−+−+−=AAdist

464.3)13()22()53()42(),( 2222
31 =−+−+−+−=AAdist

472.4)23()32()63()52(),( 2222
41 =−+−+−+−=AAdist

123.4)53()42()33()62(),( 2222
51 =−+−+−+−=AAdist

317.3)33()12()23()52(),( 2222
61 =−+−+−+−=AAdist

828.2)33()22()53()42(),( 2222
71 =−+−+−+−=AAdist

646.2)43()12()23()42(),( 2222
81 =−+−+−+−=AAdist

3) จากนั้นเรียงลําดับ Attribute ที่ม ีDistance โดยเรียง
จากนอยไปหามาก ดังนี ้ A2, A8, A7, A6, A3, A5, A4

4) เลอืก KF Attribute ไปใชคํานวณในข้ันตอนที ่2 ซึง่กค็อื
A2, A8, A7

ข้ันตอนที่ 2 การเลือก Samples
หลังจากได KF Attribute ที่เปนตัวแทนของขอมูลทั้งหมด

ที่ผานการลดความโนมเอียงของ Attribute เรียบรอยแลวนํา
มาคํานวณหา Sample ที่ใกลที่สุด KC Sample ดังตัวอยาง

ตารางที ่2  ตัวอยาง Data Set ที่ไดจากการเลือก Attribute

A1 A2 A7 A8

3 3 4 5 2

1 ? 4 6 1

2 2 3 4 4

4 2 3 2 1

5 3 3 3 4

5) กําหนด KC =3
6) คํานวณหา Distance ของ Sample ดวย Feature

ที่เปนตัวแทนจากข้ันตอนที ่1 A11 กับ ทุก Record โดยใช
Euclidean distance สมการที ่(1)  ดังนี้

741.3)41()46()34(),( 222
21 =−+−+−=RRdist

414.1)21()56()44(),( 222
31 =−+−+−=RRdist

123.4)11()26()34(),( 222
41 =−+−+−=RRdist

359.4)41()36()34(),( 222
51 =−+−+−=RRdist

7) จากนัน้เรียงลาํดับ Sample ทีม่ ีDistance โดยเรียงจาก
นอยไปหามาก ดังนี ้ R3, R2, R4, R5

8) เลือก KC Sample ไปคํานวณในข้ันตอนที่ 3 คือ R3,
R2, R4

ข้ันตอนที ่3 การ Estimate Missing Values
หลังจากที่ไดขอมูล Samples จํานวน KC Samples ใน

ข้ันตอนทีส่องแลวจากนัน้ นํา Samples ทีไ่ดมาหาคาเฉลีย่เพือ่
นําไป Impute Missing Values ดังตัวอยาง A11= (R13+R12+
R14)/3= 2.33

4. ผลการทดลอง
ในการคํานวณหาประสิทธิภาพของการแทนคาขอมูลที่

ขาดหายจะคํานวณ Normalized Root Mean Squared Error
(NRMSE) ซึ่งเปนคา Root Mean Squared Error ระหวาง
Imputed Matrix และ Original Matrix [12] ดังสมการ

][/])[( 2
ansansguess ystdyymeanNRMSE −= (2)

โดยที่
yquess คือ คาที่ไดจากการ Impute
yans คือ คาการแสดงออกของยีนตนฉบับ
std[yans] คือ คาสวนเบี่ยงเบนมาตรฐานของยีนตนฉบับ

ในการทดลองนี้ผูวิจัยไดทําการศึกษาขอมูลไมโครอารเรย
ซึ่งเปนขอมูลที่สมบรูณไมม ี Missing Values โดยไดทําการ
คดัลอกขอมลูจากเวบ็ไซด http://sdmc.lit.org.sg/GEDatasets
จํานวน 3 Dataset คือ

Colon Tumor รวบรวมจากกลุมตัวอยาง (ผูปวย) จํานวน
62 คน ประกอบดวยผูที่ปวยเปนโรคมะเร็งจาํนวน 40 คน และ
ผูทีไ่มปวยเปนโรคมะเร็งจาํนวน 22 คน โดยทําการเลอืกขอมลู
การแสดงออกของยีนมา 2,000 ยีน

http://sdmc.lit.org.sg/GEDatasets
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Lung Cancer ขอมูลทั้งหมดมีจํานวน 181 กลุมตัวอยาง
โดยจาํแนกออกเปน 2 Class คอื Malignant Pleural Mesothe-
lioma (MPM) และ Adenocarcinoma (ADCA) แบงเปน 31
MPM และ 150 ADCA ในการทดลองจะใชขอมูลสําหรับ
การสอน 32 ตัวอยาง คือ 16 MPM 16 ADCA ซึ่งขอมูล
ประกอบดวยยีน (Attribute) 12,533 ยีน

ALL-AML Leukemia เปนขอมูลไขกระดูกของผูปวย
จํานวน 38 ตัวอยาง จาํแนกออกเปน 2 Class คอื 27 ALL และ
11 AML ในการทดลองจะใชขอมูลสําหรับการทดสอบ 34
ตัวอยาง ประกอบดวย 20 ALL และ 14 AML ซึง่ขอมลูประกอบ
ดวยยีน 7129 ยีน
จากการทดลองการแทนคาขอมูลที่ขาดหายดวยเทคนิค

KNNFS Impute โดยทําการสุมสราง Missing Values ต้ังแต
1%-10% กบัทัง้ 3 Dataset ผลการทดลองพบวา การใชเทคนคิ
KNNFS Impute ในการประมาณคา Missing Values ให
ประสิทธิภาพที่ดีกวา KNN ปกติ และ Row Average แสดงให
เห็นจากการวัดประสิทธิภาพดวยคา NRMSE ของ Missing
values ต้ังแต 1%-10% ในการแทนคาขอมลูทีข่าดหายดวยวธีิ
KNN, Row average, KNNFS Impute ในขอมูล Lung Can-
cer Dataset ดังแสดงในตารางที ่3 และภาพที ่2  ALL-AML
Leukemia Dataset ดังแสดงในตารางที ่4 และภาพที ่3  และ
Colon Tumor Dataset ดังแสดงในตารางที ่5 และภาพที ่4
ดังตอไปนี้

ตารางที่ 3 แสดงคา NRMSE ของ Missing values ต้ังแต
1%-10% ในการ Estimate Missing Values ดวยวิธี KNN,
Row average, KNNFS Impute ในขอมูล Lung Cancer
Dataset

KNNFS 0.56 0.60 0.56 0.54 0.57 0.59 0.58 0.58 0.59 0.59

Missing 1% 2% 3% 4% 5% 6% 7% 8% 9% 10%

KNN 0.56 0.60 0.56 0.54 0.57 0.59 0.58 0.59 0.59 0.59

ROW 0.57 0.61 0.56 0.55 0.57 0.59 0.58 0.59 0.59 0.59

Lung Cancer Dataset

ภาพที่ 2 แสดงคา NRMSE ของ Missing values ต้ังแต
1%-10% ในการ Estimate Missing Values ดวยวิธี KNN,
Row average, KNNFS Impute ในขอมูล Lung Cancer
Dataset

ตารางที่ 4  แสดงคา NRMSE ของ Missing values ต้ังแต
1%-10% ในการ Estimate Missing Values ดวยวิธี KNN,
Row average, KNNFS Impute ในขอมลู ALL-AML Leukemia
Dataset

KNNFS 0.32 0.33 0.33 0.34 0.34 0.34 0.34 0.35 0.36 0.35

Missing 1% 2% 3% 4% 5% 6% 7% 8% 9% 10%

KNN 0.33 0.34 0.34 0.34 0.35 0.35 0.35 0.35 0.36 0.36

ROW 0.34 0.35 0.35 0.35 0.35 0.36 0.35 0.36 0.37 0.37

ALL-AML Leukemia  Dataset

ภาพที่ 3  แสดงคา NRMSE ของ Missing values ต้ังแต
1%-10% ในการ Estimate Missing Values ดวยวิธี KNN,
Row average, KNNFS Impute ในขอมูล ALL-AML Leuke-
mia Dataset
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ตารางที่ 5  แสดงคา NRMSE ของ Missing values ต้ังแต
1%-10% ในการ Estimate Missing Values ดวยวิธี KNN,
Row average, KNNFS Impute ในขอมูล Colon Tumor
Dataset

KNNFS 0.48 0.48 0.49 0.51 0.52 0.54 0.52 0.54 0.55 0.55

Missing 1% 2% 3% 4% 5% 6% 7% 8% 9% 10%

KNN 0.53 0.53 0.54 0.55 0.56 0.58 0.56 0.58 0.58 0.58

ROW 0.61 0.61 0.62 0.62 0.63 0.64 0.62 0.63 0.63 0.63

Colon Tumor  Dataset

ภาพที่ 4  แสดงคา NRMSE ของ Missing values ต้ังแต
1%-10% ในการ Estimate Missing Values ดวยวิธี KNN,
Row average, KNNFS Impute ในขอมูล Colon Tumor
Dataset

5. สรุปผลและอภิปรายผล
ผลการทดลองการแทนคาขอมูลที่ขาดหายดวยเทคนิค

KNNFS Impute โดยทําการสุมสราง Missing Values ต้ังแต
1%-10% พบวา เทคนิค KNNFS Impute สามารถให
ประสิทธิภาพในการประมาณคา Missing Values ที่ดีกวา
KNN ปกติ และ Row Average ดวยคา NRMSE ที่นอยที่สุด
ในทั้ง 3 Dataset คือ Lung Cancer Dataset, ALL-AML
Leukemia Dataset และ Colon Tumor Dataset
สาเหตุที่วิธีการ Row average ใหประสิทธิภาพในการ

Estimate Missing Values ทีตํ่่านัน้ เนือ่งมาจากการนาํขอมลูที่
ไมไดทําการหาความใกลเคียงของขอมูลกอนทําการคํานวณ
คาเฉลี่ยซึ่งทําใหผลที่ไดจากการ Estimate อาจถูกโนมเอียง
ดวย Outlier หรือขอมลูทีไ่มสมัพันธกนั สวนวธีิการแบบ KNN
ปกติทีใ่หประสทิธิภาพรองลงมา ซึง่ในการ Estimate Missing
Values ดวย KNN นั้ น จะทําการคํานวณหาตัวอย าง

(Case หรือ Row) ที่ใกลเคียงกับ Missing Values มากที่สุด
โดยคํานวณจาก Feature(Column) ทั้งหมดแตเนื่องจาก
Feature บาง Feature อาจไมมีความสัมพันธกัน (ไมมีความ
ใกลเคียงกัน) กับขอมูลที่ตองการ Impute จริง จึงทําให
ประสิทธิภาพของการ Estimate ตํ่า แตวิธีการ KNNFS
Impute เปนวิธีการที่ทําการเลือกคุณลักษณะ (Feature) ของ
ขอมูลทําใหไดคุณลักษณะที่ สัมพันธกับขอมูลที่ ตองการ
Impute เพือ่เปนตัวแทนในการนาํไปคดัเลอืกตัวอยางทีเ่หมาะสม
สําหรับ Impute Missing values ของขอมูลแตละ Dataset
จริงจงึทาํใหไดประสิทธิภาพทีดี่ทีสุ่ด
เนือ่งจากในงานวจิยันีไ้ดทําการศกึษากบัเทคนคิ K-Nearest

Neighbor เทานั้น ซึ่งเปนเทคนิคที่ใหประสิทธิภาพยังไมดี
มากนัก ดังนั้ นงานวิจัยที่ จะทําการศึกษาในอนาคตคือ
จะนําเอาเทคนิคนี้ไปประยุกตใชกับเทคนิคที่มีประสิทธิภาพ
มากข้ึน
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