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Uszgnifiaa (Neural network)
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2. N
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WaNTwn T laad (Threshold function or Hard limit
function or Step function) Wi T TIL§wDUG (Saturating
linear function or Piecewise linear function) WaEWINTw
Fnuasd (Sigmoid function)
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U
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i
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)
2
=
Y
W

a”nym:waa‘ﬂ"aymvmwaa

3.1.2 miudasdrdaya (Data transformation)
\unszuaunadivreuiavesdeyaWadlutianinanzas
danvvin Il Fulwniranlilassinedszaniiuuia

a v o o A9 o o .
MITouj dnsululdsunsunltunannisveslassting
UseaniNeN azﬁamﬂmm"ﬁaga@h HATNITHONA LT

. . .& & 1 v v 1
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n:(' v dl' v o 6 o al' v l
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(Min-max normalization) AIRNNTT
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3.1.3 myiaguuudaya
35msla ﬂﬁ";"lﬂluﬂ'liai”'lagﬂLmumaaﬁaga{l auLdN
(Input) LazTaYANAAWS (output) A nTudayaunIUIA
fansuLisnindnsdas (Windowing) WazriimIdiwan
wuuRauntiieng (Sliding windows) Taaudiafluntiagg
Houa1 N WINI A nuauaz i T o uiues
M 4 s'ﬁaLﬂuéffaau’wamswmmm“[@ﬂﬁﬂLmu 3-2-1
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5
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—
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—

na

= o ' o o A &
AINN 4 @7782/7\77777?@‘1/8%/@[,Waﬂ']?Wﬂ']ﬂ?muUﬂ 3-2-1

3.2 MNsunniazaanuuulydsunsy
321 mIneasswlassansvaslasenayszan
Wisuaeldsunsu MatLab
3.2.1.1 ¥ lassdnsdszanifisusuuilen
ludrensivaneu  (Multi-layer feed forward neural
network) laglszuumaFeuiuununinizanenay (Back
. . v ‘ﬂl | 1 tﬁl
propagation learing) 3014 tfasannidulasstnenaansa
a o 3 o A ' A
Goudldlasmadiudnihminiiaaadianuamainfian
izijﬁi’rﬁagadaaaﬂ (Output) tazdtinung (Target)
A Aad A A &
Fududselomilunsdindranuaaainfauiaanunibs
A i 1 Ao @ v (% A &
fenganhenfirinua luazdaelimIuiureulasshodnan
3.2.1.2 RanldWenTunEln (Training

function) LLUY TrainLM (Levenberg Marquardt Algorithm)

Of 4 avdui 7 uns1Au - TnuIBu 2551



g

UNA2I3DE : msuwensnisianavAnivlnelElasugneUs:anifiey

W a9NEINNITAUTENIAKA LA A BWT19L57 WA daINIT
WA NIz UTNINNN ERTLW T
A . . A . A A o
aue LBu Trainbfg #38 Trainrp 3cdN13UszIANANT
Audazltnihaanuiasnin
3.2.1.3 \RanlgWeritunaFuui (Learning
function) LWL LearnGDM (Grad. descent w/momentum
weight/bias learning function.)
3.2.1.4 \Ranld Mean square error (MSE)
lunsiaanuaaaLAfen
3.2.1.5 1431%3% Layer 2 T4 lun1swn
Qs 6 tﬂl L3 [ v
NRAWT (Output) Luaamﬂmagavlwﬁusnaumﬂ
3.2.1.6 1EWariTiunze (Activation function)
LU binary sigmoid (Iogsig)lwﬁ'wﬁau (Hidden Layer) e
linear (purelin) lwﬁ'uwaﬁwf(Output Layer)
Y \ L a s
mstnialaseine (Training Process) d¥®aaUNIT
9% Q9NN 5

| Specify network structure

v

| Random weights |

!

| Epoch =0 |
¥
—>| Epoch=Epoch + 1 |
¥
| Set Error = 0 |
Input 'Itaining
Data

¥

—>| Record = Record + 1 |<7

| Generate Output |

Update Weights

Save Weights to Test

A o 22 o 1]
AINN 5 LLN%NJfI'I?FJﬂW@Zﬂ?GW’Iﬂ
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TuaanNMINAFaLlaTItne (Testing Process) 134310
miﬁnLﬁwq@ﬁagamaauLmzﬁ’m’]iﬁ’]mmﬁiwaﬁwf

R s ' P Y . e i g
Nndswsnuazen luieai ldannmsaawu (Training) 9216

Input Testing
Data

Get Weights from Training

v

Generate Output

!

Store Output

MSE, Graph

v o A
LNWHNIGNNTINN 6

AINT 6 LLN%NQ:?I'I’IFYI@HEIUZ@“N‘ZI"IE!
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4.1 NANITWAWITZUY
mIviwasldsuntunuitsaandn 2 §% §2wN
A A, @ L. A o
Wi AafIuU0IAUATUL (Administrator) LWaYiNMT
GRMEEY wiila LﬁmauﬁagmwmmaﬁwLwiaLLa:f{'f@ﬂ'lﬂu
1 a L% 1 n:l' A 1 L% 0'/
muam“ﬁﬂgﬂm’m muwaamamumaagﬂmmm"[ﬂ
A o o '

(User) S9snansayinmanennssinannasdiurisluaunag
v Y o 1 lé =3 L3
laglddayanamasdurisluedadanulilugudeys
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4.1.1.1 §IUVBIRUNI0RAN
v l& 1 a 1 s U v
LEAIRIND amtﬂumummnu@lwm wsn laguaas
w1 T ulasdasi s asaNIEnanIz ULy
uazluarndandudrnsun luluszuy asnwn 7
41.1.2 §INVININaMIITINUTDITZU
Lm@]wﬁfmamumia@da;ﬁ% luﬂfliﬁﬂﬂg%ﬁwaﬁ
tﬂl Qs ] =1 U 1 Qs
enlualgirzunanuds 9 lasd wydayadindived
gﬂ“ﬁmu Lugﬁagammmuwaaﬁ'uwiwaa;ﬂ’ﬁmu L%
ﬁum"ﬁagaﬁﬂ’maaﬁmm LEJ‘I;JLW&I’minIT]ﬂ’ma\‘Iﬁ’lLLVN
NITUY L:J‘kjl,wmmniﬁmmaﬁwLwia@i”'ssmmaa P
20NANTLIUY AINNN 8
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4.2 wamadSoufisudse&nTanaesluiaarinns
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