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ศรีสกุล  แสงสุวรรณ*  และ สุชา สมานชาติ**

บทคัดยอ
วัตถุประสงคของการทําวิจัยในคร้ังนี้คือการนําทฤษฎี

ของโครงขายประสาทเทียมแบบปอนไปขางหนาหลายชั้น
(Multi-layer feed forward neural network) โดยใชระบบ
การเรียนรู แบบแพรกระจายกลับ (Back propagation
learning) มาประยุกตใชเพื่อพยากรณราคาทองคําแทงโดย
การใชโปรแกรมแมตแล็บ (MatLab) ในการปรับคาน้ําหนัก
และคาไบแอส (Bias values) ของโครงขายและใช PHP
Hypertext Preprocessor ในการสรางเว็บไซต สําหรับการ
พยากรณราคาทองคําโดยนําคาตัวแปรตางๆ ทีไ่ดจากโปรแกรม
แมตแล็บ (MatLab) มาใชในการคํานวณคาพยากรณ  ขอมูล
อนกุรมเวลาของราคาทองคาํจะถูกจดัเกบ็ แปลงคาขอมลูดวย
วิธีการนอมัลไลซ (Normalization) และจัดขอมูลใหอยูใน
รูปแบบของการคํานวณแบบเลื่อนหนาตาง (Sliding window)
กอนที่จะถูกสงเขาไปทําการฝกสอนและทดสอบโครงขาย
ประสาทเทียมโดยใชโปรแกรมแมตแล็บ (MatLab) เพื่อที่จะ
หาโครงสรางนิวรอนที่ดีที่สุดซึ่งมีคา MSE (Mean Square
Error) นอยที่สุดจาก 50 โครงสราง ที่สรางจากขอมูลที่มีอยู
จากนั้นโครงสรางที่ถูกเลือกและคาตัวแปรตางๆ จะถูกนํามา
ประยุกตใชในข้ันตอนของการคํานวณคาพยากรณ  และนํา
ข้ันตอนเหลานี้จะถูกใชงานเพื่อการทํานายราคาทองคําจาก
เว็บไซต

คําสําคัญ: โครงขายประสาทเทียม โครงขายประสาทเทียม
แบบปอนไปขางหนาหลายชั้น ระบบการเรียนรูแบบแพร
กระจายกลับ โปรแกรมแมตแล็บ

1. บทนํา
1.1 ความเปนมาและความสําคัญของปญหา
ในปจจุบันการทํากิจการหรือลงทุนในธุรกิจนั้นจึงมีความ

จําเปนอยางย่ิงที่ทําธุรกิจดวยฐานความรู ขอมูล สามารถนํา
เทคโนโลยีสารสนเทศ มาใชในการดําเนินธุรกิจอยางมี
* ภาควิชาการจัดการเทคโนโลยีสารสนเทศ คณะเทคโนโลยีสารสนเทศ มหาวิทยาลัยเทคโนโลยีพระจอมเกลาพระนครเหนือ
** คณะเทคโนโลยีสารสนเทศ มหาวิทยาลัยเทคโนโลยีพระจอมเกลาพระนครเหนือ

ประสิทธิภาพ เพื่อใหนักลงทุนมีไดผลตอบแทนในการลงทุน
อยางคุมคา การลงทุนในการซื้อขายทองคําก็มีนักลงทุนและ
นักเก็งกําไรจํานวนไมนอยสนใจการลงทุน เนื่ องมาจาก
ทองคํานั้นเปนแรที่มีคุณคาและราคา ตางพยายามหาวิธีการ
ตางๆคาดเดาราคาทองคําแทงแตเปนการคาดเดาแบบที่ไมมี
ทิศทาง ผูวจิยัจงึไดทําการศกึษาโดยอาศยัการวเิคราะหขอมูล
จากราคาทองคําแทง การทํานายโดยอาศัยโครงขายประสาท
เทียมและการหาพารามิเตอรที่ เหมาะสมมาเปนขอมูลที่ใช
ฝกโครงขายประสาทเทียม โดยมีความแมนยําในการทํานาย
นั้นข้ึนกับขอมูลที่จะนํามาฝกสอนมากกวาสถาปตยกรรมของ
โครงขายประสาทเทียม (จํานวนโหนด จํานวนชั้น ฯลฯ)
การแบงขอมลูวาสวนใดจะนาํไปเปน ชดุฝกสอน  (Training

set) ชุดตรวจสอบ  (Validation set) และชุดทดสอบ  (Test
set) ที่แตกตางกัน ทําใหความสามารถในการทํานายตางกัน
ซึ่งนาจะหาคาผลการพยากรณใหกับนักลงทุนใหมีทิศทางใน
การคาดคะเนมากข้ึน ดังนัน้ผูวจิยัจงึไดทําการศกึษาโดยอาศยั
การวิเคราะหขอมูลจากองคประกอบหลายๆ ดานทั้งนี้ปจจัย
สําคัญที่มีสวนกําหนดราคาทองคําแทงในประเทศ เพื่อตอบ
สนองความตองการใหนักลงทุนไดผลตอบแทนการลงทุน
อยางคุมคา โดยอาศัยการทาํนายโดยอาศัยโครงขายประสาท
เทียมและการหาพารามิเตอรที่ เหมาะสมมาเปนขอมูลที่ใช
ฝกโครงขายประสาทเทียม ซึ่งนาจะหาคาผลการพยากรณให
กับนักลงทุนใหมีทิศทางในการคาดคะเนมากข้ึน สงผลให
สามารถทราบราคาทองคําวาสูงข้ึนหรือลดลงอยางไร โดย
พัฒนาระบบพยากรณราคาทองคําแทงโดยใชโมเดลของ
โครงขายประสาทเทียมเพื่อใหสามารถนําผลที่ไดไปประกอบ
การวเิคราะหและทดสอบความพงึพอใจของระบบพยากรณราคา
ทองคําแทงทีไ่ดทําการพฒันาข้ึนเพือ่ใหสามารถทาํกาํไรกบัราคา
ทองคาํแทงไดมากข้ึน และลดความเสี่ยง

1.2 ขอบเขตของการวิจัย
1.2.1 ใชขอมลูราคาทองคําแทงมาสรางโมเดลโครงขาย
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ประสาทเทียม  (Neural network)
1.2.2 สรางโปรกรมโดยใชโมเดลโครงขายประสาท

เทียมที่ทําการสอนและทดสอบจากโปรแกรมแมตแล็บ
1.2.3 ระบบมีการทํางานในรูปแบบการพัฒนาเปน

ลักษณะเว็บไซต (Website)
1.2.4 ระบบสามารถนําเสนอขอมูลราคาทองจาก

อดีต ปจจุบัน และอนาคต
1.2.5 ใช ข อมู ลราคาทองคําแท งต้ั งแต วั นที่  7

กุมภาพันธ พ.ศ. 2547 - 30 ธันวาคม พ.ศ. 2549

2. ทฤษฎี
2.1 การวิเคราะหอนุกรมเวลา (Time series analysis)
เปนการนําขอมูลอนุกรมเวลา [1] คือขอมูลที่เกิดข้ึนตาม

ลําดับเวลาที่มีระยะหางเทา ๆ กัน อยางตอเนื่องเปนระยะ
เวลานานมาวิเคราะหหาความสัมพันธเพื่อนํามาใชพยากรณ
หาคาที่จะเกิดข้ึนในอนาคต ลักษณะของขอมูลที่แสดงความ
สัมพันธกับเวลานั้นโดยทั่วไปจะอยูในรูปแบบดังภาพที ่1

ภาพที ่1  ลักษณะของขอมูลที่แสดงความสัมพันธกับเวลา

2.2 โครงขายประสาทเทียม (Artificial neural networks)
โครงขายประสาทเทียม  เปนกระบวนการประมวลผล

ขอมูลที่พัฒนาข้ึน [2]  โดยอาศัยหลักการทํางานพื้นฐานจาก
โครงข ายประสาทของมนุษย  โครงข ายประสาทเทียมมี
คุณลักษณะคลายกับสมอง ในแงที่สามารถรวบรวมความรู
(Knowledge) ไดโดยผานกระบวนการเรียนรู (Learning
process) และความรูเหลานั้นจะถูกจัดเก็บอยูในโครงขาย
ดวยคาน้ําหนัก (Weight) ซึ่งสามารถปรับเปลี่ยนคาไดเมื่อมี
การเรียนรูสิ่งใหม

2.2.1 แนวความคดิแบบจาํลองโครงขายประสาทเทยีม
ในการจําลองรูปแบบของสมองมนุษยนั้นในความเปนจริง

จะกระทําไดยากมากเนื่องจากมีตัวแปรมากมายในสมองของ
มนุษย  แตการจําลองโครงขายประสาทนี้จะกระทําไดเฉพาะ
สวนทีส่ําคัญ นิวรอนเปนหนวยประมวลผลพื้นฐานที่สําคญัใน
การทํางานของเครือขายประสาท  มีองคประกอบ 3 สวน [3]

))(()1( ijiji txwfty θ−=+ ∑ (1)

เมื่อ ijw คือ คาน้ําหนักที่เชื่อมตอ

jx คือ คาขอมูลปอนเขา

iθ คือ คาเทรสโฮลด (Threshold)

iy คือ คาผลลัพธที่โหนดขอมูลออก
(.)f คือ ฟงชันกระตุน

t(1) t(2) t(3) t(i-1) t(i) t(i+1)...

โดยที่ t(i) เปนคาลาสุดของขอมูลในชวงเวลาใด ๆ
t(i+1) เปนคาที่จะพยากรณ

2.2.1.1 กลุ มของการเชื่ อมโยงหรือไซแนป
การเชือ่มโยงระหวางนวิรอลจะถูกควบคมุดวยคาการเชือ่มโยง
กําหนดให xj ของไซแนป j ทีป่อนใหกบันวิรอล i ขอมลูปอนเขา
จะถูกคูณดวยคาเชื่อมโยงหรือคาน้ําหนัก wij โดยตัวที่หอย
ตัวแรก (i) หมายถึงนิวรอลที่ i สวนตัวที่สอง (j) บอกวาเปน
ขอมูลปอนเขาที่ j ซึ่งอาจมาจากนิวรอลอ่ืนๆที่อยูขางเคียง
หาก wij มีเคร่ืองหมายเปนบวกจะหมายถึง  การกระตุนเสริม
ถามีเคร่ืองหมายเปนลบจะหมายถึงการกระตุนแบบหักลาง

2.2.1.2 ตัวบวก (Summation or Adder)
มีหนาที่สําหรับรวมขอมูลปอนเขาที่คูณดวยคาการเชื่อมโยง
แลว  เราเรียกวาการรวมเชิงเสน (Linear combination)

2.2.1.3 ฟงกชันกระตุน (Activation function)
ใชในการจํากัดชวงของขอมูลใหอยูในชวงที่ตองการ  โดยจะ
แสดงเปนสมการไดดังนี้

ในการพิจารณา 1 นิวรอนจะมีขอมูลปอนเขา (Input)
คูณกับค าน้ํ าหนักแลวจึ งรวมกันเปนผลรวมค าน้ํ าหนัก
ผลรวมทีไ่ดจะถูกหักออกจากคาเทรสโฮลด แลวจงึผานฟงกชนั
กระตุน จึงจะไดผลลัพธ (Output) ออกมา โดยจะเห็นไดจาก
ภาพที ่2

Axon
.
.
.

Activation function

Cell Body

Dendrites

Synapse

w1

w2

w3

wn

?

 x1

x2 yi

x3

xi

Input 

Output path

ภาพที ่2  แบบจาํลองทางคณติศาสตรของเซลลประสาท 1 ตัว
หรือ 1 โหนด

ผลลัพธที่ไดจะถูกตองและเหมาะสมกับงานที่ตองการหรือ
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ไมข้ึนอยูกับฟงกชันกระตุนซึ่งมีหลายรูปแบบ ฟงกชันกระตุน
พื้นฐานสามารถแบงออกเปน 3 รูปแบบ [4]  ดวยกันคือ
ฟงกชันเทรชโฮลต (Threshold function or Hard limit
function or Step function) ฟงกชนัเชิงเสนอ่ิมตัว (Saturating
linear function or Piecewise linear function) และฟงกชัน
ซิกมอยด (Sigmoid function)
โดยทั่วไปฟงกชันกระตุนจะจํากัดชวงผลลัพธอยู ต้ังแต

0 ถึง 1 ในการประยุกตใชงานบางกรณีอาจมีความจําเปน
ตองใชฟงกชันที่ไดคาออกมานอกเหนือชวงดังกลาว เชน
ตองการคาผลลัพธอยูในชวงต้ังแต -1 ถึง +1 สําหรับการ
พิจารณาเลือกใชฟงกชันกระตุนแบบใดนั้นนับถึงปจจุบัน
ยังไมมีขอกําหนดที่แนนอน แตอาจพิจารณาองคประกอบ
ไดดังตอไปนี ้ความเปนเชงิเสนหรือไมเปนเชงิเสน ลกัษณะของ
ขอมูลปอนเขา (Input) และขอบเขตที่ตองการและลักษณะ
ของขอมูลผลลัพธ (Output)

2.2.1.4 ลั กษณะทั่ วไปโครงข ายประสาท
เทียม [5]  สรุปไดดังนี้
ก) การประมวลผลตาง ๆ เกิดข้ึนในหนวยประมวลผล

ยอยที่เรียกวา โหนด (Node) ซึ่งจําลองลักษณะการทํางานมา
จากตัวเซลล
ข) การสงสัญญาณ (Signal) ตางๆ ระหวางโหนดโดย

สวนที่เชื่อมตอกัน (Connection link) จําลองมาจากการเชื่อม
ตอกันของเดนไดรท  และแอกซอนในระบบประสาทของ
มนุษย
ค) แตละการเชื่อมตอจะมีคาน้ําหนัก (Weight) ที่ตางกัน

ข้ึนอยูกับอิทธิพลที่โหนดจะไดรับจากโหนดอ่ืนๆ  ซึ่งจําลอง
มาจากไซแนป  คาน้ําหนักที่ไดจะทําหนาที่เปรียบเสมือน
ความรูรวบรวมไวใชในการแกปญหาเฉพาะอยางของมนุษย
ง) ภายในโหนด จะมฟีงกชันกําหนดสัญญาณของขอมลู

สงออก (Output) ซึ่งถูกเรียกวาฟงกชันกระตุน (Activation
function) ซึ่งทําหนาที่เปรียบเสมือนกระบวนการทํางานใน
ตัวเซลลประสาท

2.2.2 กระบวนการทํางานของโครงขายประสาทเทยีม
กระบวนการทํางานของโครงขายประสาทเทียมสามารถ

แบงเปนข้ันตอนหลักได 4 ข้ันตอน
2.2.2.1 การคํานวณคาน้ําหนกัอินพตุ ตัวแปร

ที่อยูในชั้นขอมูลปอนเขา(Input layer) [2]  แตละตัวจะถูกสง
ไปยังชั้นซอน (Hidden layer) โดยจะมีคาน้ําหนัก (Weight)
เฉพาะตัว คาน้ําหนักดังกลาวเปนคาที่แสดงถึงความสมัพันธ

ของตัวแปรนั้ นกับเซลลที่ ส งไปในชั้ นซอนในแตละคร้ั ง
คาน้ําหนักดังกลาวจึงเปนคาต้ังตนของกระบวนการฝกของ
ระบบเครือขายประสาทเทียม คาน้ําหนักที่สามารถทําใหเกิด
การสงสญัญาณออกไปไดจะเปนคาน้ําหนกัเชงิบวก (Positive
weight) สวนคาน้ําหนกัทีไ่มสามารถทําใหเกดิการสงสญัญาณ
ออกไปไดนั้นจะเปนคาน้ําหนักเชิงลบ (Negative weight)
การใหคาน้ําหนักสามารถกระทําได 2 วิธีคือคาน้ําหนักที่ปรับ
เปลีย่นได (Modified weight) เปนเสมอืนสวนหนึง่ของกระบวน
การฝกของระบบเครือขายประสาทเทียม คาน้ําหนักที่ปรับ
เปลี่ยนนี้จะปรับเปลี่ยนอยางสอดคลองกับตัวแปรในตาราง
การเรียนรู และคาน้ําหนักคงที ่ (Fixed weight) เปนคาที่เรา
สามารถกําหนดคาข้ึนเองได  ซึ่งจะมีคาคงที่ขณะที่มีการฝก
ระบบเครือขายประสาทเทียม คาน้ําหนักทุกคาที่ถูกสงมายัง
แตละหนวย (Unit) จะถูกคํานวณดวยฟงกชันผลรวม

2.2.2.2 การสงถายคาผลรวมน้ําหนักไปยัง
ชัน้ตอไป (Transfer weight) [2]  คาผลรวมทีไ่ดจากการคาํนวณ
จากฟงกชนันั้นจะถูกสงไปยังชั้นตอไป  ซึง่อาจยังเปนชั้นซอน
อยู ในกรณีที่การออกแบบโครงขายนั้นมีชั้นซอนมากกวา 1
ชั้น สวนในกรณีที่มีชั้นซอนเพียง หนึ่งชั้น คาผลรวมน้ําหนัก
ดังกลาวจะถูกสงไปยังชั้ นขอมูลสงออก (Output Layer)
โดยการสงถายดังกลาวตองใชฟงกชันกระตุน (Activation
Function) ซึ่ งมักอยู ในรูปฟ งกชันแบบไม เปนเชิ งเสน
(Nonlinear function) โดยหากคาที่คํานวณไดจากฟงกชัน
ดังกลาวมีคามากกวาคาที่กําหนดไว (Threshold value)
จงึจะเกดิผลลพัธ

2.2.2.3 การเปรียบเทียบคาผลลัพธ จะเปน
การเปรียบเทยีบคาผลลพัธ ทีไ่ดจากฟงกชนักระตุน (Activation
Function) [2]  กบัคาทีก่าํหนดไว หากคาความแตกตางดังกลาว
อยูในเกณฑที่ยอมรับได ก็จะหยุดการทํางานของโครงขาย
ประสาทหรือเรียกไดวาสิน้สดุการฝกขายงานโครงขายประสาท
เทียมซึ่งขอกาํหนดความแตกตางที่สามารถยอมรับไดสําหรับ
โครงขายประสาทเทียม นิยมใชคารากเฉลี่ยกําลังสองของ
ความแตกตางระหวางผลลัพธกับขายงาน (Root Mean
Square) ทีม่ีคานอยทีสุ่ด

2.2.2.4 การปรับปรุงคาน้ําหนกั [2] จะทาํกต็อ
เมื่อคากําลังสองของรากที่สองของคาเฉลี่ย (Root Mean
Square) มีคาอยูในเกณฑที่ยอมรับไมได  ผูวิจัยก็จะตองทํา
การปรับคาน้ําหนัก  ซึ่งก็คือเร่ิมข้ันตอนใหม และตองทํา
เชนนี้ไปเร่ือยๆ จนกวาจะไดคากําลังสองของรากที่สองของ
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คาเฉลี่ยที่พอใจ สรุปไดวาการทํางานของโครงขายประสาท
เทียมจะดําเนินไปไดอยางตอเนื่ องจนเรียกไดวาประสบ
ความสําเร็จในการฝก มีตัวบงชี ้3 ประการ  ประการแรก คือ
เมื่ อค าน้ํ าหนั กเป นค าในเชิ งบวก (Positive weight)
ประการที่สอง คอื เมือ่คาฟงกชนักระตุน (Activation function)
มีคามากกวาคา Threshold value และประการสุดทาย
เมื่อคารากเฉลี่ยกําลังสองของความแตกตางระหวางผลลัพธ
กบัขายงาน (Root Mean Square) อยูในระดับทีย่อมรับไดตาม
ที่ผูวิจัยกําหนดไว โดยคาทั้งสามจะเกิดข้ึนตามลําดับเทานั้น
ไมสามารถขามข้ันตอนได

3. วิธีดําเนินงาน
3.1 รวบรวมและออกแบบการจัดรูปแบบขอมูล

3.1.1 การรวบรวมและวิเคราะหชุดขอมูล
ขอมลูทีน่ํามาใชในการพยากรณเปนขอมลูของราคาทองคาํ

ที่รวบรวมมานั้นอางอิงจากสมาคมคาทองคํา ต้ังแตวันที่ 5
มกราคม พ.ศ. 2547 ถึงวันที่  30 ธันวาคม พ.ศ.2549
เปนขอมูลอนุกรมเวลาที่ มี ลักษณะเปนแบบไม เชิ งเสน
ดังภาพที ่3

ภาพที ่3  ลักษณะของขอมูลราคาทอง

3.1.2 การแปลงคาขอมูล (Data transformation)
เปนกระบวนการปรับขอบเขตของขอมลูใหอยูในชวงทีเ่หมาะสม
ตอการนําไปใชงานในการสอนใหโครงขายประสาทเทียมเกิด
การเรียนรู สําหรับในโปรแกรมที่ใชหลักการของโครงขาย
ประสาทเทยีมนั้น จะตองแปลงคาขอมูลดวยวธีิการนอมลัไลซ
(Normalization) ซึ่งเปนการลดคาของขอมูลใหอยูในขอบเขต
ที่นอยลงเพื่อใหเหมาะสมกับฟงกชันที่ใชงานของโครงขาย
ประสาทเทียม  โดยการแปลงคาขอมูลในลักษณะเปนเชิงเสน
(Min-max normalization) ดังสมการ

oldold

oldVV
minmax

min
−

−
=′ (2)

โดยที่ V ′ คือ คาของขอมูลที่ไดหลังจากผานสมการ
V คือ คาของขอมูลกอนผานสมการ
minold คือ คาของขอมูลที่มีคาตํ่าสุดกอนผานสมการ
maxold คือ คาของขอมูลที่มีคาสูงสุดกอนผานสมการ

3.1.3 การจัดรูปแบบขอมูล
วิธีการโดยทั่วไปในการสรางรูปแบบของขอมูลปอนเขา

(Input) และขอมูลผลลัพธ (output) สําหรับขอมูลอนุกรมเวลา
คือการแบงหนาตางยอย (Windowing) และทําการคํานวณ
แบบเลื่อนหนาตาง (Sliding windows) โดยแบงเปนหนาตาง
ยอยตามจํานวนวันที่ กําหนดและใหมีการซอนทับกันดัง
ภาพที ่4 ซึ่งเปนตัวอยางการพยากรณโดยใชรูปแบบ 3-2-1

ภาพที ่4  ตัวอยางการจัดขอมูลเพื่อการพยากรณแบบ 3-2-1

3.2 วางแผนและออกแบบโปรแกรม
3.2.1 การทดลองหาโครงสรางของโครงขายประสาท

เทียมดวยโปรแกรม MatLab
3.2.1.1 นําโครงขายประสาทเทียมแบบปอน

ไปขางหนาหลายชั้น   (Multi-layer feed forward neural
network) โดยใชระบบการเรียนรูแบบแพรกระจายกลบั (Back
propagation learning) มาใช  เนือ่งจากเปนโครงขายทีส่ามารถ
เรียนรูไดโดยการปรับคาน้ําหนักเพื่อลดคาความคลาดเคลื่อน
ระหวางคาขอมูลสงออก (Output) และคาเปาหมาย (Target)
ซึ่งเปนประโยชนในกรณีที่คาความคลาดเคลื่อนที่ออกมานั้น
มคีาสงูกวาคาทีก่าํหนดไวและตองมกีารปรับสอนโครงขายอีกคร้ัง

3.2.1.2 เลือกใชฟงกชันการฝก (Training
function) แบบ TrainLM (Levenberg Marquardt Algorithm)
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เนื่องจากสามารถประมวลผลไดคอนขางเร็ว แตตองการ
หนวยความจาํในการประมวลผลคอนขางมาก สําหรับฟงกชนั
อ่ืนๆ  เชน  Trainbfg หรือ Trainrp จะมีการประมวลผลที่ชา
กวาแตจะใชหนวยความจาํนอยกวา

3.2.1.3 เลอืกใชฟงกชนัการเรียนรู (Learning
function) แบบ LearnGDM (Grad. descent w/momentum
weight/bias learning function.)

3.2.1.4 เลือกใช Mean square error (MSE)
ในการวัดความคลาดเคลื่อน

3.2.1.5 ใชจํานวน Layer 2 ชั้น ในการหา
ผลลัพธ (Output) เนื่องจากขอมูลไมซับซอนมาก

3.2.1.6 ใชฟงกชนักระตุน (Activation function)
แบบ binary sigmoid (logsig) ในชัน้ซอน (Hidden Layer)  และ
linear (purelin) ในชั้นผลลัพธ (Output Layer)
การฝกหัดโครงขาย (Training Process) มีข้ันตอนการ

ทํางาน ดังภาพที ่5
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MSE, Graph
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End
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ภาพที ่5  แผนผังการฝกหัดโครงขาย

ภาพที ่6  แผนผังการทดสอบโครงขาย

ข้ันตอนการทดสอบโครงขาย (Testing Process) เร่ิมจาก
การนําเขาชุดขอมูลทดสอบและทําการคํานวณคาผลลัพธ
จากคาน้ําหนกัและคาไบแอสทีไ่ดจากการสอน (Training) จะได
แผนผังดังภาพที ่6

4. ผลการดําเนินงาน
4.1 ผลการพัฒนาระบบ
การทํางานของโปรแกรมนั้นแบงออกเปน 2 สวน สวนที่

หนึ่ง คือสวนของผูดูแลระบบ (Administrator) เพื่อทําการ
ควบคุม แกไข เพิ่มเติมขอมูลราคาทองคําแทงและจัดการใน
สวนสมาชิกผูใชงาน สวนที่สองคือสวนของผูใชงานทั่วไป
(User) ซึง่สามารถทําการพยากรณราคาทองคําแทงในอนาคต
โดยใชขอมูลราคาทองคําแทงในอดีตซึ่งเก็บไวในฐานขอมูล

4.1.1 สวนของผูใชงานทัว่ไป
4.1.1.1 สวนของหนาจอหลัก

แสดงหนาจอซึ่งเปนสวนติดตอกบัผูใชหนาแรก โดยแสดง
หนาเข าไปใช งานโดยตองมีการสมัครสมาชิกจากระบบ
และในสวนลอคอินสําหรับเขาไปในระบบ ดังภาพที ่7

4.1.1.2 สวนของหนาจอการใชงานของระบบ
แสดงหนาจอสวนการติดตอผูใช ในการเรียกดูหนาจอที่

เชื่อมโยงไปยังระบบงานตาง ๆ โดยมี เมนูขอมูลสวนตัวของ
ผูใชงาน เมนูขอมูลการลงทุนทองคําแทงของผูใชงาน เมนู
คนหาขอมูลราคาทองคําแทง เมนูพยากรณราคาทองคําแทง
จากระบบ เมนูพยากรณราคาทองคําแทงดวยตนเอง และ
ออกจากระบบ ดังภาพที ่8
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ภาพที ่7  หนาจอหลักของระบบ

ภาพที ่8  สวนของหนาจอการใชงานของระบบ

4.2 ผลการเปรียบเทียบประสิทธิภาพของโมเดลทําการ
ทดลองโดยกําหนดใหโครงขายมีจํานวน 2 ชั้นโดยนับจากชั้น
ซอนไปยังชั้ นเอาตพุต ใชฟงกชันสงตอแบบ Logsig ใน
ชั้นซอน และใชฟงกชันสงตอแบบ Purelin ในชั้นเอาตพุต
กําหนดให มี โหนดในชั้ นซอนจํานวน 3 และ 4 โหนด
กําหนดอัตราการเรียนรู (Learning rate) เทากับ 0.01 ปอน
ชุดขอมูลการสอนใหโครงขายเพื่อทําการเรียนรู 89.96%
และปอนชุดขอมูลการทดสอบเพื่อทําการทดสอบโครงขาย
10.04% ทําการสอนโดยกาํหนดจาํนวนรอบการเรียนรูเทากบั
50,000 รอบ ทําการสอนโดยกําหนดคาความผิดพลาด
เปาหมายที่จะใหโครงขายเรียนรูไปจนถึงที ่0.0002

4.3 ผลการประเมินความพึงพอใจโดยผู เชี่ยวชาญและ
ผู ใชงานของระบบการพยากรณราคาทองคําแทงโดยใช
โครงขายประสาทเทียมโดยผูเชี่ยวชาญจํานวน 5 ทาน และ
ผูใชงานทั่วไปจํานวน 20 ทาน ผลการประเมินความพึงพอใจ
ต อระบบโดยรวมทุ กด านของผู เชี่ ยวชาญที่ มี ความรู

ความชํานาญในเร่ืองโปรแกรมและฐานขอมูล คาเฉลี่ยโดย
รวมเทากับ 4.42 สวนเบี่ ยงเบนมาตรฐานเทากับ 0.62
สรุปไดวาผลการประเมินความพึงพอใจตอระบบโดยรวม
ทุกดานของผู เชี่ยวชาญอยูในระดับดี และผลการประเมิน
ความพึงพอใจตอระบบโดยรวมทุกดานของผูใชงานทั่วไป
คาเฉลี่ยโดยรวมเทากับ 4.59 สวนเบี่ยงเบนมาตรฐานเทากับ
0.60 สรุปไดวาผลการประเมินความพึงพอใจตอระบบโดย
รวมทุกดานของผูใชงานทั่วไปอยูในระดับดีมาก

5. สรุปผล อภิปรายผล
5.1 สรุปผล
วัตถุประสงคของการวิจัยในคร้ังนี้คือการนําทฤษฎีของ

โครงข ายประสาทเทียมแบบป อนไปข างหนาหลายชั้ น
(Multi-layer feed forward neural network) โดยใชระบบ
การเรียนรู แบบแพรกระจายกลับ (Back propagation
learning) มาประยุกต ใช เพื่ อพยากรณราคาทองคําแทง
ขอมูลอนุกรมเวลาของราคาทองคําถูกจัดเก็บ แปลงคาขอมูล
ดวยวิ ธีการนอมัลไลซ  (Normalization) และจัดขอมูล
ใหอยูในรูปแบบของการคํานวณแบบเลื่อนหนาตาง (Sliding
window) กอนที่จะถูกสงเขาไปทําการฝกสอนและทดสอบ
โครงขายประสาทเทียมโดยใชโปรแกรมแมตแล็บ (MatLab)
เพื่อที่จะหาโครงสรางนิวรอนที่ดีที่สุดซึ่งมีคา MSE (Mean
Square Error) นอยที่สุดจาก 50 โครงสราง ที่สรางจากขอมูล
ที่มีอยู
จากนั้นโครงสรางที่ถูกเลือกและคาตัวแปรตางๆ จะถูกนํา

มาประยุกตใชในข้ันตอนของการคาํนวณคาพยากรณ  และนํา
ข้ันตอนเหลานี้จะถูกใชงานเพื่อการทํานายราคาทองคําจาก
เว็บไซต  จากการเทียบประสิทธิภาพของโครงสรางทั้งหมด
พบวา  โครงสรางแบบ 3-3-1 มคีาความคลาดเคลือ่นนอยที่สดุ
(MSE = 2.2157 X 10-4) ซึง่มคีวามเหมาะสมสาํหรับการนาํมา
ใช ในการพยากรณ ราคาทองคําสามารถนําผลที่ ได ไป
ประกอบการวิเคราะหในการลงทุนเพื่อที่ทํากําไรกับราคา
ทองคําแทงไดมากข้ึน และลดความเสี่ยงลง
เมื่อพัฒนาโปรแกรมการพยากรณราคาทองคําแทงโดยใช

โครงขายประสาทเทียมที่สรางข้ึน นําไปทดสอบเพื่อประเมิน
หาความพึงพอใจของผู ใชตอระบบพบวา ผลการประเมิน
ความพึงพอใจตอระบบโดยรวมทุกดานของผู เชี่ ยวชาญ
คาเฉลี่ยโดยรวมเทากับ 4.42 สวนเบี่ยงเบนมาตรฐานเทากับ
0.62 และผลการประเมินความพึงพอใจตอระบบโดยรวม
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ทุกดานของผู ใชงานทั่วไป คาเฉลี่ยโดยรวมเทากับ 4.59
สวนเบีย่งเบนมาตรฐานเทากบั 0.60 สรุปไดวาผลการประเมนิ
ความพึ งพอใจต อระบบโดยรวมทุ กด านอยู ในระดั บดี
มีประสิทธิภาพและตอบสนองความตองการในใชงาน

5.2 อภิปรายผล
การพยากรณราคาทองคําแทงมีความถูกตองแมนยําใน

ระดับที่ยอมรับได เนื่องจากขอมูลรายวันเปนขอมูลที่มีความ
ถ่ีและมีความละเอียดโดยพิจารณาผลจากการพยากรณที่
ไดเปรียบเทียบกับคาจริงขอมูลราคาทองคําแทงรับซื้อหรือ
ขายออกราคาทองคําแทงนี้จะมีคาที ่ ±50 บาทตอหนวย ซึ่ง
การพยากรณขอมูลอนุกรมเวลา โดยใชวิธีการกําหนดความ
กวางของหนาตางและใชเทคนิคการเลื่อนหนาตาง (Sliding
Window) โดยมีการจัดรูปแบบขอมูล หรือการซอนทับของ
หนาตาง จะชวยใหขอมูลมีความเปนเชิงเสนมากข้ึน
เนื่องจากขอมลูทองคาํมลีกัษณะไมเปนเชงิเสน เหมาะกับ

การนําโครงขายประสาทเทียมมาใช ซึ่งขอดีของโครงขาย
ประสาทเทียมคือ มีความยืดหยุน สามารถพยากรณไดทั้ง
ขอมูลที่เปน เชิงเสนและไมเปนเชิงเสน โดยมีการเรียนรูที่
เลียนแบบสมองของมนุษยจัดการกับปญหาที่มีความซ้ําซอน
และมีการปรับปรุงการเรียนรูไดดวยตัวเอง สามารถปรับ
สวนตางๆ ใหเขากบัลกัษณะขอมลูเพือ่ใหไดคาความผิดพลาด
ที่นอยลง แตทั้งนี้จะข้ึนอยูกับคาพารามิเตอรที่กําหนดใน
การสรางแบบจําลอง เชน จํานวนขอมูล ฟงกชันสงตอ
อัลกอริธึมที่ใชในการสอน ฟงกชันการเรียนรู จํานวนรอบใน
การสอน และค าความคลาดผิดพลาดเป าหมายที่ จะให
โครงขายเรียนรูไปจนถึงเปาหมาย แตขอเสยีโครงขายประสาท
เทียมคือไมสามารถที่ จะอธิบายกระบวนการทํางานดวย
เหตุผลได

5.3 ขอเสนอแนะ
5.3.1 การพยากรณคร้ังนี้เปนการนาํคาตัวแปรราคา

ทองคําแทงเพยีงแคตัวแปรเดียวโดยไมไดพจิารณาถึงตัวแปรอ่ืน
สําหรับการปรับปรุงการพยากรณในคร้ังตอไปอาจนําปจจัย
พื้นฐานที่สงผลตอราคาทองคําแทงซึ่งกลาวมาแลวในบทนํา
พิจารณารวมดวย เพื่อลดความคลาดเคลื่อนลงจากเดิม

5.3.2 ปรับปรุงเพิ่ มเติมในสวนของโปรแกรมให
สามารถเรียนรูไดดีย่ิงข้ึน โดยใชเทคโนโลยีที่กาวหนาข้ึน
ในอนาคต

5.3.3 เนื่องจากโครงสรางการพยากรณที่ทําเสร็จ

ในคร้ังนี้อาจลาสมัยและนําไปใชแลวเกิดความคลาดเคลื่อน
ที่มากข้ึนจงึควรติดตามตรวจสอบปรับปรุงขอมลูและปรับปรุง
โครงสร าง โดยการจัดขอมู ลและใช โปรแกรมแมตแล็บ
(MatLab) ในการปรับคาน้ําหนกัและคาไบแอส (Bias values)
ของโครงขายข้ึนใหม และนําคาที่ไดปอนเขาในหนาแกไขคา
ในโปรแกรมการพยากรณราคาทองคําแทงโดยใชโครงขาย
ประสาทเทียมที่สรางข้ึน ใหคาพยากรณมีความถูกตองและ
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