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การเพิ่มประสิทธิภาพเทคนิคต้นไม้ตัดสินใจบนชุดข้อมูลที่ไม่สมดุล 
โดยวิธีการสุ่มเพิ่มตัวอย่างกลุ่มน้อยสำ�หรับข้อมูล 

การเป็นโรคติดอินเทอร์เน็ต
Improving Decision Tree Technique in Imbalanced Data Sets 

Using SMOTE for Internet Addiction Disorder Data

บทคัดย่อ

	 โรคติดอินเทอร์เน็ตเป็นพฤติกรรมที่ผู้ใช้ทั่วไปที่มีสังคม

อยู่ในโลกออนไลน์ให้เวลากับการใช้อินเทอร์เน็ตในปริมาณ

มากเกินไปจนทำ�ให้เกิดปัญหาขึ้นหลายด้าน ไม่ว่าจะเป็น

ปัญหาทางการเรียน ความสัมพันธ์กับบุคคลอื่น ในการวิจัย

ครั้งนี้จึงมีจุดมุ่งหมายเพื่อที่จะพัฒนาตัวแบบสำ�หรับ

พยากรณ์การเป็นโรคติดอินเทอร์เน็ตในเยาวชน เนื่องจาก 

สัดส่วนการใช้อินเทอร์เน็ตสูงท่ีสุดมีอายุระหว่าง 15 ถึง 24 ปี 

หลายคนขาดการควบคุมตัวเอง และผลจากการวิเคราะห์

ข้อมูลพบว่า ข้อมูลมีความไม่สมดุลของกลุ่มข้อมูล โดยมี

จำ�นวนกลุม่หนึง่มากกวา่อกีกลุม่หนึง่เปน็จำ�นวนมาก ผูว้จิยั

จงึได้ทำ�การแก้ปญัหาโดยปรบัความสมดุลของขอ้มลูด้วยวธิี

เทคนิคการสุ่มเพิ่มตัวอย่างกลุ่มน้อย (Synthetic Minority 

Over-sampling Technique : SMOTE) แลว้พฒันาตวัแบบด้วย

เทคนิค ต้นไม้ตัดสินใจ J48, ID3, LMT, CART และ Random 

Forest โดยใช ้10-fold cross validation ในการแบง่ขอ้มลูออก

เป็นชุดข้อมูลสอนและชุดข้อมูลทดสอบ และได้ใช้ค่า 

ความแม่นยำ�  (Accuracy) ค่าความไว (Sensitivity) และ 

ค่าความจำ�เพาะ (Specificity) ในการวัดประสิทธิภาพ 

การพยากรณ์ของตัวแบบ ผลการทดลองประสิทธิภาพใน 

การพยากรณ์ของตัวแบบ พบว่า เทคนิค Random Forest 

สามารถพยากรณ์ได้ดีกว่า J48  ID3 LMT และ CART ซึ่งมี

คา่ความแมน่ยำ�รอ้ยละ 87.15 คา่ความไว รอ้ยละ 85.89 และ

ค่าความจำ�เพาะ ร้อยละ 87.53 ตามลำ�ดับ
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Abstract

	 Internet Addiction Disorder is behavior of users in social 

online community that have spent excessive time on internet 

activities. This leads to many problems such as learning 

problem, relationship problem. This research aims to  

development of model for prediction of Internet Addiction 

Disorder of adolescents because many internet users are 

between the ages of 15 - 24 and many lack self-control. After 

analyzing the data were found class imbalanced problem. In 

order to improve quality of data, SMOTE were used to  

increase the minority class. Then decision trees J48, Iterative 

Dichotomiser 3 (ID3), Logistic Model Trees (LMT),  

Classification and Regression Trees (CART) and Random 

Forest (RF) were used to build the prediction models.  

Moreover, 10-fold cross validation ware utilized to split the 

data into the training and test set. This research has measured 

performance models with accuracy, sensitivity and the 

specificity. Experimental result demonstrated that Random 

Forest superior to J48, ID3, LMT and CART with accuracy 

87.15%, sensitivity 85.89% and specificity 87.53% respectively.

Keywords: Internet Addiction Disorder, Decision Tree, 

SMOTE

1.  บทนำ�

	 ปัจจุบันอินเทอร์เน็ตได้กลายเป็นส่วนหนึ่งในชีวิตประจำ�

วันของมนุษย์ ต่างนำ�อินเทอร์เน็ตเข้ามาช่วยในการทำ�งาน
*สาขาวิชาเทคโนโลยีสารสนเทศ คณะวิทยาศาสตร์และเทคโนโลยี มหาวิทยาลัยราชภัฏนครปฐม



บทความวิจัย : การเพิ่มประสิทธิภาพเทคนิคต้นไม้ตัดสินใจบนชุดข้อมูลทีไ่ม่สมดุลโดยวิธีการสุ่มเพิ่มตัวอย่างกลุ่มน้อย 

สำ�หรับข้อมูลการเป็นโรคติดอินเทอร์เน็ต

54 55วารสารเทคโนโลยีสารสนเทศ ปีท่ี 12 ฉบับท่ี  1 มกราคม - มิถุนายน 2559 วารสารเทคโนโลยีสารสนเทศปีท่ี 12 ฉบับท่ี  1 มกราคม - มิถุนายน 2559
Vol. 12, No. 1, January - June 2016 Information Technology Journal Vol. 12, No. 1, January - June 2016Information Technology Journal

หลายๆ ด้าน ไม่ว่าจะเป็นด้านการศึกษา การทำ�ธุรกิจ  

การหาความรู ้รวมถงึการหาความบนัเทงิ และจากการสำ�รวจ

การมกีารใชเ้ทคโนโลยสีารสนเทศและการส่ือสารในครวัเรอืน 

พ.ศ. 2557 สำ�นักงานสถิติแห่งชาติ [1] เมื่อพิจารณาการใช้

อินเทอร์เน็ตตามกลุ่มอายุต่างๆ พบว่า กลุ่มที่มีสัดส่วน 

การใช้อินเทอร์เน็ตสูงที่สุดคือ กลุ่มอายุระหว่าง 15-24 ปี  

มีสัดส่วนการใช้อินเทอร์เน็ตสูงสุด ถึงร้อยละ 69.7 ซึ่งเป็น

ชว่งของการศกึษาชัน้มธัยมศกึษาตอนปลายและอดุมศึกษา 

รองลงมาคือ กลุ่มอายุ 6-14 ปีร้อยละ 58.2 กลุ่มอายุ 25-34 

ปีร้อยละ 48.5 กลุ่มอายุ 35-49 ปีร้อยละ 25.9 และต่ำ�สุดใน

กลุ่มอายุ 50 ปีขึ้นไป ร้อยละ 8.4 ดังตารางที่ 1 และภาพที่ 1

	 ถึงแม้ว่าอินเทอร์เน็ตจะมีประโยชน์มากแต่หากใช้

อินเทอรเ์นต็ในทางท่ีผดิอาจสรา้งปญัหาใหกั้บสงัคมได้อยา่ง

มากมายเช่นกัน เนื่องจาก ผู้ใช้อินเทอร์เน็ตไม่จำ�เป็นต้อง

เปิดเผยตัวตนท่ีแท้จริง สามารถแสดงความรู้สึกแบบท่ี 

ไม่สามารถกระทำ�ได้ในชีวิตจริง จนทำ�ให้บางคนเกิดความรู้สึก

ยดึตดิและพึง่พงิกับการใชอ้นิเทอรเ์นต็ แตเ่มือ่ใชอ้นิเทอรเ์นต็

ในปริมาณมากเกินไปจนทำ�ให้เกิดความเสียหายกับชีวิต        

การเรยีน หนา้ทีก่ารงานและครอบครวั จนไมส่ามารถควบคมุ

ได้จะเรียกพฤติกรรมการใช้ลักษณะนี้ว่าการเสพติด

อินเทอร์เน็ต (Internet Addiction) [2] หรือเรียกว่า โรคติด

อินเทอร์เน็ต (Internet Addiction Disorder : IAD) ซึ่งใน

ปัจจุบันพบมากในกลุ่มเยาวชน และในปัจจุบันนี้มีโรคที่เกิด

จากการใชอ้นิเทอรเ์นต็อบุตัขิึน้มาใหมห่ลายโรค เชน่ โรคตดิ

ข่าวสาร (FOMO - Fear to Miss Out) [3]  ซึ่งเป็นอาการกลัว

การถูกทิ้งจากข้อมูล สังคม และ เพื่อน  เป็นต้น ถึงแม้ว่าใน

ปัจจุบันจะมีการศึกษาเรื่องพฤติกรรมการติดอินเทอร์เน็ต

อย่างหลากหลายแต่โดยส่วนใหญ่เป็นการศึกษาในเรื่อง

ปจัจยัท่ีสง่ผลตอ่พฤตกิรรมการตดิอนิเทอรเ์นต็ และปญัหาท่ี

เกิดขึ้นจากการใช้อินเทอร์เน็ต [4], [5] โดยยังขาดงานวิจัย 

ที่ใช้ในการจำ�แนกและการพยากรณ์ (Classification and 

Prediction) เกี่ยวกับการเป็นโรคติดอินเทอร์เน็ต

	 ดังนัน้ผูว้จิยัจงึมแีนวคดิในการสรา้งตวัแบบ (Model) เพือ่

ใช้ในการพยากรณ์การเป็นโรคติดอินเทอร์เน็ตสำ�หรับกลุ่ม

ประชากรที่มีอายุระหว่าง 15 - 24 ปี ซึ่งปัจจุบันได้มีการนำ�

ความรู้เกี่ยวกับการทำ�เหมืองข้อมูล (Data Mining) มาใช้ใน

การจำ�แนกและการพยากรณ์ในงานด้านต่างๆ ไม่ว่าจะเป็น

ด้านธรุกิจทีช่ว่ยในการตดัสนิใจของผูบ้รหิาร ด้านการแพทย์

เพือ่จำ�แนกผูป้ว่ยโรคตา่งๆ เชน่ โรคตบัอกัเสบ [6] โรคมะเรง็

ปากมดลูก [7] และโรคติดต่อทางเพศสัมพันธ์ [8] เป็นต้น 

และเทคนคิตน้ไมต้ดัสินใจ (Decision Tree) ก็เปน็เทคนคิหนึง่

ของการทำ�เหมืองข้อมูลด้านการจำ�แนกและการพยากรณ์ท่ี

ได้รับความนิยมจากนักวิจัยหลายๆ ท่าน เช่น ดิษฐพลและ

ลี่ลี  [9] ได้ใช้ต้นไม้ตัดสินใจในการวินิจฉัยโรคระบบ 

การหายใจ  เป็นต้น 

	 ในการวิจัยครั้งนี้ได้นำ�ข้อมูลท่ีได้จากการสำ�รวจและ

ศกึษาระดับพฤตกิรรมการตดิอนิเทอรเ์นต็ของประชากรกลุม่

เยาวชนหรือวัยรุ่น ซึ่งมีอายุระหว่าง 15 - 24 ปี [10] ในเขต 

อำ�เภอเมือง จังหวัดนครปฐม  มาพัฒนาตัวแบบ จากข้อมูล

ที่ได้มามีปัญหาข้อมูลไม่สมดุล (Class Imbalance) ซึ่งเป็น

ปัญหาที่เกิดขึ้นได้กับข้อมูลทุกประเภท โดยท่ัวไปจะแบ่ง

ออกเป็น 2 อย่าง คือ ข้อมูลกลุ่มน้อย (Minority Class) จะ

ตารางท่ี 1 ร้อยละของประชากรอายุ 6 ปีข้ึนไปท่ีใช้อินเทอร์เน็ต 

                 จำ�แนกตามกลุ่มอายุ พ.ศ. 2553-2557 [1]

ปี

กลุ่มอายุ (ปี)

6-14 15-24 25-34 35-49 50 ปีขึ้นไป

2553 35.9 50.0 24.6 13.6 4.2

2554 38.3 51.9 26.6 14.3 5.5

2555 46.5 54.8 29.7 7.1 6.2

2556 54.1 58.4 33.5 18.7 6.6

2557 58.2 69.7 48.5 25.9 8.4

ภาพที่ 1 กราฟเปรียบเทียบสัดส่วนการใช้อินเทอร์เน็ต 

                 ตามกลุ่มอายุ
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เปน็ขอ้มลูทีม่อียูจ่ำ�นวนนอ้ยในชุดขอ้มลู และขอ้มลูกลุม่มาก 

(Majority Class) จะเป็นกลุ่มข้อมูลที่มีอยู่จำ�นวนมากในชุด

ข้อมูล [11] เมื่อต้องการจำ�แนกประเภทข้อมูลผลลัพธ์ท่ีได้

เมื่อจำ�แนกข้อมูลจะถูกจำ�แนกไปในกลุ่มข้อมูลกลุ่มมาก  

ดังนั้น ตัวแบบพยากรณ์การเป็นโรคติดอินเทอร์เน็ตที่ 

นำ�เสนอในงานวิจัยฉบับนี้ จึงนำ�เทคนิคต้นไม้ตัดสินใจร่วม

กับเทคนคิการสุม่เพิม่ตวัอยา่งกลุม่นอ้ย (Synthetic Minority 

Over-sampling Technique) หรือที่เรียกว่า SMOTE เพื่อปรับ

สมดุลข้อมูลและเพิ่มประสิทธิภาพเทคนิคต้นไม้ตัดสินใจให้

จำ�แนกกลุ่มตัวอย่างข้างน้อยได้ดีขึ้น เมื่อทำ�การวิจัยเสร็จ

แล้วสามารถนำ�ค่า ท่ีพยากรณ์ได้มาใช้ประโยชน์ ใน 

การวางแผนและการตัดสินใจต่อไป

2.  ทฤษฎ ีที่เกี่ยวข้อง

	 ผู้วิจัยได้มีการศึกษาทฤษฎีและงานวิจัยที่เก่ียวข้องกับ

การวิจัยมีรายละเอียดดังนี้

	 2.1 โรคติดอินเทอร์เน็ต 

	 โรคติดอินเทอร์เน็ต [12] มีความเป็นมาจากการศึกษา

ของ ดร.คิมเบอร์ลี ยัง (Kimberly Young) มหาวิทยาลัย 

การแพทย์พิตซ์เบิร์ก (University of Pittsburgh Medical 

School) ได้นำ�เสนองานวิจัยเรื่อง “การเสพติดอินเทอร์เน็ต : 

การเกิดของโรคชนิดใหม่”  (Internet Addiction : The Emergence 

of a New Disorder) ตอ่ท่ีประชมุประจำ�ปขีองสมาคมจติแพทย์

อเมริกัน เมื่อประมาณ 16 ปีที่ผ่านมา ซึ่งปัจจุบันประเทศที่

มผีูใ้ชอ้นิเทอรเ์นต็เปน็จำ�นวนมาก เช่น สหรฐัอเมรกิา เกาหล ี

จีน ต่างยอมรับตรงกันว่าการติดอินเทอร์เน็ตเป็นปัญหา 

ด้านสาธารณสุข

	 โรคตดิอินเทอรเ์นต็ เปน็กลุม่อาการทางจติอยา่งหนึง่ ซึง่

เกิดจากการใชอ้นิเทอรเ์นต็ในการเสพขอ้มลูขา่วสารมากเกิน

ไป แตกต่างกับการติดส่ืออ่ืน ๆ คือผู้ท่ีใช้อินเทอร์เน็ตจะ

สามารถโต้ตอบกับผู้ที่เข้ามาใช้คนอื่น ๆ ได้ทันที ซึ่งทำ�ให้

โลกของอนิเทอรเ์นต็เปน็เหมอืนอกีโลกหนึง่ท่ีทำ�ใหผู้ใ้ชรู้ส้กึ

ว่าตัวเองมีตัวตนในโลกนั้นได้โดยปราศจากกฎเกณฑ์ 

ไร้ขอบเขต 

	 ในการเดินทาง และสร้างตัวตนตามที่ต้องการได้ บริการ

เครอืขา่ยสงัคมออนไลนใ์นอนิเทอรเ์นต็ทีม่ลีกัษณะการสรา้ง

เป็นสังคมเสมือน (Virtual Community) เช่น เฟซบุ๊ก ทวิตเตอร์ 

โปรแกรมแชท เวบ็บอรด์ หรอืแมก้ระท่ังเกมออนไลน ์ถา้หาก

ผู้ใช้ยึดติดกับสังคมในโลกของอินเทอร์เน็ตจนแยกไม่ออก

ระหวา่งโลกของความจรงิและโลกเสมอืน จะนำ�มาซึง่สาเหตุ

ของโรคตดิอนิเทอรเ์นต็ได้ ก่อใหเ้กดิผลเสยีกับระบบรา่งกาย 

กระทบต่อการเรียน สภาพสังคม ทำ�ให้เสียเวลา เสียความ

สัมพันธ์กับคนในครอบครัว เพื่อน และหน้าที่การงาน 

	 2.2 การทำ�เหมืองข้อมูล 

	 การทำ�เหมืองข้อมูล [13] คือกระบวนการที่กระทำ�กับ

ขอ้มลูจำ�นวนมากเพือ่คน้หารปูแบบและความสมัพนัธท์ีซ่อ่น

อยู่ในชุดข้อมูลนั้น ในปัจจุบันการทำ�เหมืองข้อมูลได้ถูกนำ�

ไปประยกุตใ์ชใ้นงานหลายประเภท ทัง้ในด้านธรุกจิทีช่ว่ยใน

การตดัสนิใจของผูบ้รหิาร ในด้านวทิยาศาสตรแ์ละการแพทย์

รวมทั้งในด้านเศรษฐกิจและสังคม  

	 การทำ�เหมืองข้อมูลเปรียบเสมือนวิวัฒนาการหนึ่งใน 

การจัดเก็บและตีความหมายข้อมูล จากเดิมที่มีการจัดเก็บ

ข้อมูลอย่างง่ายๆ มาสู่การจัดเก็บในรูปฐานข้อมูลที่สามารถ

ดึงข้อมูลสารสนเทศมาใช้จนถึงการทำ�เหมืองข้อมูลที่

สามารถค้นพบความรู้ที่ซ่อนอยู่ในข้อมูล ซึ่งจุดประสงค์ของ

การทำ�เหมืองข้อมูลสามารถใช้ค้นข้อมูลสำ�คัญท่ีปะปนกับ 

ข้อมูลอื่นๆ ในฐานข้อมูลที่ไม่ใช่แค่การสุ่มหา เรียกว่า KDD   

(Knowledge Discovery in Database) หรือการค้นหาข้อมูล

ด้วยความรู้   มีด้วยกัน 5 รูปแบบ คือ 1) การค้นหากฎ 

ความสัมพันธ์ 2) การจำ�แนกประเภทและการพยากรณ์  

3) การจัดกลุ่มข้อมูล 4) การหาค่าผิดปกติที่ เกิดขึ้น  

5) การวิเคราะห์แนวโน้ม

	 ซึ่งในงานวิจัยนี้ได้ใช้เทคนิคการจำ�แนกประเภทและ 

การพยากรณ ์[14] ซึง่เปน็เทคนคิหนึง่ทีส่ำ�คัญของการสบืค้น

ความรู้บนฐานข้อมูลขนาดใหญ่จุดประสงค์ คือการสร้างตัว

แบบการแยกคุณลักษณะ(Attribute) หนึ่งโดยขึ้นกับ

คุณลักษณะอื่น ตัวแบบที่ได้จากการจำ�แนกประเภทข้อมูล

จะทำ�ให้สามารถพิจารณาคลาสในข้อมูลท่ียังไม่ได้แบ่งกลุ่มใน

อนาคตได้ โดยงานวจิยัฉบบันีเ้ลอืกใชเ้ทคนคิตน้ไมต้ดัสนิใจ

	 2.3 เทคนิคต้นไมต้ัดสินใจ 

	 ต้นไม้ตัดสินใจ [15] เป็นเทคนิคที่ให้ผลลัพธ์ในลักษณะ

ของโครงสร้างต้นไม้ ซึ่งเมื่อมีข้อมูลท่ีต้องการจัดกลุ่มก็จะ 

นำ�คุณลักษณะต่างๆ ของข้อมูลนั้นไปเทียบกับเส้นทางใน

ต้นไม้จนกระทั่งคลาสปลายทางซึ่งก็คือกลุ่มของข้อมูลท่ี

เหมือนกัน ภายในต้นไม้จะประกอบไปด้วยโหนด (node)  

ซึง่แตล่ะโหนดจะมคีณุลกัษณะ เปน็ตวัทดสอบ ก่ิงของตน้ไม ้
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(branch) แสดงถึงค่าที่เป็นไปได้ของคุณลักษณะท่ีถูกเลือก

ทดสอบ และใบ (leaf) ซึง่เปน็ส่ิงท่ีอยูล่า่งสดุของตน้ไมต้ดัสนิ

ใจแสดงถึงกลุ่มของข้อมูล (class) ก็คือผลลัพธ์ที่ได้จาก 

การทำ�นาย โหนดที่อยู่บนสุดของต้นไม้เรียกว่าโหนดราก 

(root node) โครงสร้างของต้นไม้ตัดสินใจแสดงดังภาพที่ 2 

	 ตน้ไมต้ดัสนิใจมค่ีาวดัความสามารถของการจดักลุม่ของ

แต่ละคุณลักษณะหรือปัจจัย ดังต่อไปนี้

	 Gini Index ค่าที่บ่งบอกว่าคุณลักษณะหรือปัจจัยใดควร

นำ�มาใช้เป็นคุณลักษณะในการแบ่งกลุ่มของอัลกอรึธึม J48 

และ CART

	 Entropy ค่าคาดคะเนของข้อมูลเป็นค่าที่แยกโดยใช้

ลักษณะประจำ�ของอัลกอริทึม ID3

โดยที่

	 ti  คือ คุณลักษณะที่นำ�มาวัดค่า Entropy

	 P(ti)  คอื สัดสว่นของจำ�นวนสมาชิกของกลุม่ i กับจำ�นวน

สมาชิกทั้งหมดของกลุ่มตัวอย่าง

	 ซึง่แตล่ะอลักอรทิมึจะใหผ้ลของโครงสรา้งตน้ไมต้ดัสนิใจ

ทีแ่ตกตา่งกันไป เทคนคิตน้ไมต้ดัสนิใจท่ีนำ�มาใชใ้นงานวจิยั 

มีดังนี้

	 	 2.3.1 J48 หรืออัลกอริทึมของ C4.5 เป็นอัลกอริทึม

ในการสรา้งตน้ไมต้ดัสนิใจจากกลุม่ของขอ้มลูฝกึสอนโดยใช้

ความถูกต้องของแต่ละคุณลักษณะของข้อมูล เพื่อใช้เป็น 

การตัดสินใจแบ่งกลุ่มข้อมูลกลุ่มย่อยๆ โดยพิจารณาจากค่า

ความแตกต่างใน Entropy ผลลพัธจ์ากการเลือกคณุลักษณะ

สำ�หรับแบ่งกลุ่มข้อมูล ด้วยค่า Normalized information gain 

ที่สูงสุดนั้นคือการสร้างการตัดสินใจ รายละเอียดศึกษาได้

จากเอกสารอ้างอิง [16] 

	 	 2.3.2 Iterative Dichotomiser 3 (ID3)  เป็นอัลกอริทึม

ในการสรา้งตน้ไมต้ดัสินใจโดยใชห้ลกัการทฤษฎีสารสนเทศ

ค่าที่วัดได้จะนำ�มาใช้ตัดสินใจว่าจะใช้ตัวแปรใดในการแบ่ง

ข้อมูลโดยวิธีกำ�หนดโครงสร้างต้นไม้ตัดสินใจจะเป็นการเลือก

ข้อมูลตามลำ�ดับของตัวชี้วัดหรือค่าเกน (Gain) สูงที่สุด 

เป็นข้อมูลเริ่มต้นและข้อมูลถัดไปมีค่าลดหลั่นกันตามลำ�ดับ 

รายละเอียดศึกษาได้จากเอกสารอ้างอิง [17]

	 	 2.3.3 Logistic Model Trees (LMT) เป็นการรวมกัน

ของเทคนคิตน้ไม ้(Trees) และการถดถอยโลจสิตกิ (Logistic 

Regression) รายละเอียดศึกษาได้จากเอกสารอ้างอิง [18]

	 	 2.3.4 Classification and Regression Trees (CART) 

เป็นอัลกอริทึมในการสร้างต้นไม้ตัดสินใจแบบ Binary ซึ่ง

ประกอบด้วย ก่ิงหรือแขนง 2 ก่ิงสำ�หรับแต่ละโหนด เทคนิคน้ีจะ

ทำ�การแบง่ระเบยีนในชดุขอ้มลูฝกึสอนออกเปน็ ระเบยีนยอ่ย 

ที่ให้ค่าเป้าหมายที่เหมือนกัน รายละเอียดศึกษาได้จาก

เอกสารอ้างอิง [19] 

	 	 2.3.5 Random Forest (RF) เป็นชุดของการจำ�แนก

ประเภทแบบไม่ตัดแต่งก่ิง (unpruned) หรือต้นไม้ถดถอย 

(Regression Trees) ซึ่งถูกสร้างจากการนำ�ข้อมูลฝึกสอนไป

สุม่เลอืกตวัอยา่งขอ้มลูและคณุลกัษณะขอ้มลูแลว้นำ�มาสรา้ง

เปน็ตน้ไมต้ดัสนิใจ ซึง่มตีวัอยา่งสว่นหนึง่ทีไ่มถ่กูเลอืก เรยีก

ข้อมูลส่วนนี้ว่า Out-of-Bag (OOB) จะถูกนำ�มาใช้ใน 

การทดสอบต้นไม้ตัดสินใจ รายละเอียดศึกษาได้จาก 

เอกสารอ้างอิง [20] 

	 2.4 เทคนิคการสุ่มเพิ่มตัวอย่างกลุ่มน้อย 

	 Synthetic Minority Over-sampling Technique: SMOTE 

[21] เปน็เทคนคิทีใ่ชใ้นการแก้ปญัหาทีต่อ้งการจำ�แนกขอ้มลู

ไมส่มดุล ซึง่ขอ้มลูมจีำ�นวนตวัอยา่งแตกตา่งกันมากในแตล่ะ

คลาส เมื่อทำ�การจำ�แนกประเภท จะทำ�ให้มีการเรียนรู้แต่

ข้อมูลกลุ่มท่ีมาก ผลที่ได้ก็จะจำ�แนกไปในข้อมูลกลุ่มมาก  

วิธี SMOTE เป็นวิธีการเพิ่มจำ�นวนข้อมูลประเภทที่มีข้อมูล

น้อย ใหเ้พิม่ปรมิาณข้อมูลใกล้เคยีงกบัประเภททีม่มีากทีส่ดุ 

โดยสุ่มค่าขึน้มาหนึง่ค่า และหาค่าระยะหา่งระหวา่งคา่ท่ีเลอืก

กับทุกๆ ค่า เลือกค่าที่ใกล้เคียงที่สุด เช่น กำ�หนดไว้ 5 ค่า 

สุม่ค่าจากท่ีเลอืก 1 ใน 5 หาค่าอยูร่ะหวา่งค่าทีเ่ลอืกตอนแรก

และค่าที่สุ่มมาตอนหลัง เพื่อนำ�ค่าที่ได้มาเพิ่มจำ�นวนข้อมูล 

ดังสมการที่ 3

ภาพที่ 2 โครงสร้างต้นไม้ตัดสินใจ [6]

(1)Gini(ti) = 1 - ∑=

N

i 1  [p(ti)]
2

(2)Entropy(ti) = 1 - ∑=

N

i 1  [p(ti)]log2 p(ti)
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โดยที่ 

	 xnew  คือ ข้อมูลใหม่

	 xi    คือ ข้อมูลที่สุ่มในตอนแรก

	 ix̂    คือ ข้อมูลที่สุ่มมาอีก เช่น สุ่มมาอีก 5 จุด

	 δ   คือ ค่าสุ่มตั้งแต่ 0-1

	 2.5 การวัดประสิทธิภาพ

	 ในการคำ�นวณประสทิธภิาพของตวัแบบได้ใช้ Confusion 

Matrix คือ ตารางสรุปจำ�นวนข้อมูลท่ีตัวแบบมีการจำ�แนก

ได้อย่างถูกต้องและไม่ถูกต้อง ดังแสดงในภาพที่ 3

	 สำ�หรบัวธิกีารวดัประสทิธภิาพของวธิกีารทีน่ำ�เสนอมรีาย

ละเอียดดังนี้  [23]

	 1) ค่าความแม่นยำ� (Accuracy) เป็นการวัดประสิทธิภาพ

การพยากรณ์ของตัวแบบโดยรวม ดังสมการที่ 4

	 2) ค่าความไว (Sensitivity) หรือ True-Positive Rate เป็น

ค่าความนา่จะเปน็หรอือัตราส่วนการพยากรณถ์กูตอ้งในกลุม่

ที่สนใจ ดังสมการที่ 5

	 3) คา่ความจำ�เพาะ (Specificity) หรอื True-Negative Rate 

เปน็คา่ความนา่จะเปน็หรอือตัราสว่นการพยากรณถ์กูตอ้งใน

กลุ่มอื่นๆ ดังสมการที่ 6

	 โดยที่  	

	  TP  คือ ค่าที่พยากรณ์ถูกต้องในกลุ่มที่สนใจ

	  FP 	 คือ ค่าที่พยากรณ์ผิดในกลุ่มที่สนใจ

	  TN  คือ ค่าที่พยากรณ์ถูกต้องในกลุ่มอื่นๆ

	  FP   คือ ค่าที่พยากรณ์ผิดในกลุ่มอื่นๆ

	 2.6 วิธีการวิเคราะห์ความแม่นตรงของตัวแบบ  

K-fold cross-validation 

	 การตรวจสอบไขวก้นั (Cross Validation) [24] เปน็วธิกีาร

ตรวจสอบค่าความผิดพลาดในการคาดการณ์ของตัวแบบ 

โดยพื้นฐานของวิธีการการตรวจสอบไขว้กันคือ การสุ่ม

ตัวอย่างโดยเร่ิมจากแบ่งชุดข้อมูลออกเป็นส่วนๆ และนำ�บางส่วน

จากชุดข้อมูลน้ันมาตรวจสอบ ผลลัพธ์จากการทำ�การตรวจสอบ

ไขว้กันมักถูกใช้เป็นตัวเลือกในการกำ�หนดตัวแบบ ในกรณี

การทำ� K - fold cross-validation จะแบง่ขอ้มลูออกเปน็ K ชดุ

เท่าๆ กัน เช่น 5 ชุด จะทำ�การคำ�นวณค่าความผิดพลาด  

5 รอบ โดยแต่ละรอบการคำ�นวณข้อมูลชุดหนึ่งจากข้อมูล  

5 ชดุจะถกูเลอืกออกมาเพือ่เปน็ขอ้มลูทดสอบ และขอ้มลูอกี 

4 ชุดจะถูกใช้เป็นข้อมูลสำ�หรับการเรียนรู้ ตัวอย่างดังภาพท่ี 4

3. วิธีการดำ�เนินการวิจัย

	 ในการศึกษาวิจัยครั้งนี้ นำ�เสนอตัวแบบการพยากรณ์ 

การเปน็โรคตดิอนิเทอรเ์นต็ ซึง่ใชเ้ทคนคิตน้ไมต้ดัสนิใจรว่ม

กับเทคนคิการสุ่มเพิม่ตวัอยา่งกลุม่นอ้ย โดยได้มดีำ�เนนิการ 

4 ขั้นตอนดังต่อไปนี้ 1) รวบรวมข้อมูลจากแบบสอบถาม   

2) การเตรยีมขอ้มลูสำ�หรบัทำ�เหมอืงขอ้มลู 3) พฒันาตวัแบบ

พยากรณ์ และ 4) การตรวจสอบประสิทธิภาพของตัวแบบ 

	 ภาพการทำ�งานโดยรวมแสดงดังภาพท่ี 5 โดยมี 

รายละเอียดดังนี้

	 3.1 การรวบรวมข้อมูลจากแบบสอบถาม 

	 จากการสำ�รวจการการใช้อินเทอร์เน็ต พบว่า กลุ่มที่ใช้

อินเทอร์เน็ตมากท่ีสุด  คือ กลุ่มเยาวชนอายุระหว่าง 15 - 24 ปี 

โดยมีสัดส่วนการใช้อินเทอร์เน็ตสูงสุด ซึ่งสูงถึงร้อยละ 69.7 

และปัญหาการเสพติดอินเทอร์เน็ต ในปัจจุบันพบมากขึ้น

ตลอดในกลุม่เยาวชน  ดังนัน้ หากมกีารนำ�เอาขอ้มลูมาสรา้ง

ตัวแบบในการพยากรณ์ความเส่ียงต่อการเป็นโรคติด

อินเทอร์เน็ต จะทำ�ให้สามารถใช้พยากรณ์ความเสี่ยงและ 

เฝ้าระวังการการเสพติดอินเทอร์เน็ตในเด็กและเยาวชนได้ 

δ×−+= )ˆ( iiinew xxxX (3)

Know Class. d 0 1 2 ... j
0 TP FN FN FN FN
1 FP TN FN FN FN
2 FP FN TN FN FN

FP FN FN TN FN
j FP FN FN FN TN

ภาพท่ี 3 ภาพประกอบ TP, FP, TN, และ FN สำ�หรับ class 0  

              โดยใช้ multi-class confusion [22]

...

(4)Accuracy =                            x100TP+TN
TP+FP+FN+TN

(5)Sensitivity =              x100TP
TP+FP

(6)Specificity =              x100TN
TN+FN

ภาพที่ 4 5 - fold Cross Validation [24]

2 3 4 5
1 3 4 5
1 2 4 5
1 2 3 5
1 2 3 4

lteration 1: train on
lteration 1: train on
lteration 1: train on
lteration 1: train on
lteration 1: train on

1
2
3
4
5

test on 
test on
test on
test on
test on
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ภาพที่ 5 ขั้นตอนการดำ�เนินงานวิจัย

โดยกลุ่มตัวอย่างท่ีใช้ในงานวิจัยเป็นกลุ่มเยาวชน ซึ่งมีอายุ

ระหว่าง 15 - 24 ปี ในเขต อำ�เภอเมือง จังหวัดนครปฐม จาก

การเก็บรวบรวมข้อมูล ระหว่างวันที่ 3 - 25 สิงหาคม  

พ.ศ. 2558 และการเก็บรวบรวมขอ้มลูได้จากการสำ�รวจโดย

การใช้แบบประเมินอาการติดอินเทอร์เน็ต (Internet Addiction 

Test) [25] ของศูนย์โรคติดอินเทอร์เน็ต (The Center for  

Internet Addiction) 

	 3.2 การเตรียมข้อมูลสำ�หรับทำ�เหมืองข้อมูล 

	 ชุดข้อมูลที่ใช้เป็นข้อมูลที่ได้จาก การเก็บรวบรวมข้อมูล

ประเมินการติดอินเทอร์เน็ต ของกลุ่มเยาวชน ซึ่งมีอายุ

ระหว่าง 15 - 24 ปี ในเขต  อำ�เภอเมือง  จังหวัดนครปฐม 

ในการเก็บรวบรวมข้อมูลได้ผลการประเมินการติด

อินเทอร์เน็ตแล้วนำ�ส่วนของข้อมูลส่วนตัวของผู้ตอบ

แบบสอบถามมาสร้างตัวแบบในการพยากรณ์ความเสี่ยง 

ต่อการเป็นโรคติดอินเทอร์เน็ต โดยมีรายละเอียดข้อมูล คือ  

มีจำ�นวนคุณลักษณะท้ังหมด 15 คุณลักษณะ และเมื่อได้

วิเคราะห์ข้อมูล จะพบว่ามีจำ�นวนระเบียนที่สมบูรณ์ทั้งหมด 

880 ระเบียน จาก 892 ระเบียน ซึ่งระเบียนท่ีมีข้อมูลที่ 

ไม่สมบูรณ์และมีค่าที่หายไปมีจำ�นวน 12 ระเบียนจึงได้ใช้ 

วิธีตัดระเบียน (Ignore the tuple) เหล่านั้นทิ้ง 

	 ซึ่งคุณลักษณะข้อมูลที่ใช้ปรากฏดังตารางที่ 2

	 จากตารางที่ 2 คุณลักษณะที่ 16 เป็นคุณลักษณะที่เป็น 

กลุม่ของขอ้มลูทีใ่ชใ้นการจำ�แนกขอ้มลู ซึง่กลุม่ทีแ่บง่ได้จาก

ผลการประเมนิจากแบบประเมนิอาการตดิอนิเทอรเ์นต็ ของ

ศูนย์โรคติดอินเทอร์เน็ต โดยแบ่งออกได้ 3 กลุ่มได้แก่ 

ตารางที่ 2 รายละเอียดคุณลักษณะ ที่นำ�มาสร้างตัวแบบ

ลำ�ดับ ชือ่คณุลกัษณะ คำ�อธิบาย

1 Gender เพศนักศึกษา

2 GPA ผลการเรียน

3 Status สถานภาพครอบครัว

4 Sibling จำ�นวนพี่น้อง

5 Income รายได้เฉลี่ยต่อเดือน

6 Occ_fa อาชีพบิดา

7 Occ_Ma อาชีพมารดา

8 Living บุคคลที่พักอาศัยอยู่ด้วย

9 Habitat ลักษณะของที่พักอาศัย

10 Net_Cafe ร้านอินเทอร์เน็ตในแหล่งที่อยู่

11 Time ระยะเวลาท่ีใช้อินเทอร์เน็ตถึงปัจจุบัน

12 Hobbies งานอดิเรก

13 cigarette การสูบบุหรี่

14 Drink ดื่มแอลกอฮอล์

15 แหล่งที่ใช้อินเทอร์เน็ตบ่อยที่สุด

16 1 = ไม่เสี่ยงเป็น IAD 

2 = เสี่ยงเป็น IAD

3 = เป็น IAD

UseNet

Class
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	 กลุ่ม 1 คือ กลุ่มไม่เสี่ยงเป็น IAD  

	 กลุ่ม 2 คือ กลุ่มเสี่ยงเป็น IAD  

	 กลุ่ม 3 คือ กลุ่มเป็น IAD 

	 เมือ่พจิารณาขอ้มลูท่ีได้จากแบบประเมนิแลว้นำ�ขอ้มลูมา

ทำ�การศึกษา จะพบว่าข้อมูลท่ีได้มีปัญหาข้อมูลไม่สมดุล 

ดังนี้

	 กลุ่มไม่เสี่ยงเป็น IAD จำ�นวน 200 ระเบียน

	 กลุ่มเสี่ยงเป็น IAD จำ�นวน 623 ระเบียน

	 กลุ่มเป็น IAD  จำ�นวน 57 ระเบียน

	 ดังนัน้ ผูว้จิยัจงึนำ�วธิ ีSMOTE มาใช้เพือ่ปรบัสมดุลขอ้มลู

คือเพิ่มจำ�นวนข้อมูลกลุ่มที่มีข้อมูลน้อย ก่อนที่นำ�เข้า 

สู่กระบวนการต่อไป และทำ�การปรับค่าพารามิเตอร์ให้ 

เหมาะสม ผลการทดลองพบวา่ ขนาดชดุขอ้มลูท่ีสามารถเพิม่

ประสิทธิภาพของแบบจำ�ลองได้ดีที่สุด คือ ร้อยละ 600  

เพิ่มข้อมูลขึ้นจำ�นวน 342 ระเบียน รวมเป็น 1,222 ระเบียน 

ดังตารางที ่3  ทัง้นีจ้ะทำ�การทดลองเปรยีบเทยีบประสิทธภิาพ

กับข้อมูลที่ไม่ผ่านวิธี SMOTE 

	 3.3 การพัฒนาตัวแบบพยากรณ์ 

	 ในการพัฒนาตัวแบบได้ทำ�การเปรียบเทียบหาเทคนิค

และตวัแบบทีส่ามารถพยากรณไ์ด้แมน่ยำ�และมปีระสิทธภิาพ

สูงที่สุดโดยวัดจากค่าความถูกต้องของแต่ละตัวแบบ ซึ่ง

เทคนิคต้นไม้ตัดสินใจที่นำ�มาใช้เปรียบเทียบประสิทธิภาพ

ในงานวิจัยได้แก่ J48, ID3, LMT, CART และ RF 

	 3.4 การวัดประสิทธิภาพของตัวแบบ 

	 ในงานวิจัยนี้ใช้การทดสอบความแม่นตรงของตัวแบบ

แบบ 10-fold Cross-Validation เพื่อให้ข้อมูลทุกตัวมีโอกาส

เป็นชุดทดสอบและชุดสอน โดยแบ่งข้อมูลออกเป็น 

ชุดข้อมูลสอน (Training Data) และข้อมูลทดสอบ (Testing Data) 

โดยแบ่งข้อมูลออกเป็น 10 ส่วนเท่าๆ กัน ใช้ 9 ส่วนเป็นชุด

ข้อมูลสอน และอีก 1 ส่วนเป็นชุดข้อมูลทดสอบ ซึ่งจะทำ� 

สลบักันจนครบทัง้หมด 10 รอบ ในสว่นการวดัประสิทธภิาพ

ของตัวแบบในงานวิจัยน้ี ได้วัดจากค่าความแม่นยำ� ค่าความไว

และค่าความจำ�เพาะ

4.  ผลการดำ�เนินงาน

	 ในงานวิจัยนี้ได้นำ�ข้อมูลมาปรับสมดุลด้วยวิธีการ 

SMOTE และนำ�ข้อมูลเข้าสู่กระบวนการจำ�แนกข้อมูลด้วย

เทคนิคต้นไม้ตัดสินใจได้แก่ J48, ID3, LMT, CART และ RF 

เพื่อพยากรณ์การเป็นโรคติดอินเทอร์เน็ตในกลุ่มเยาวชน 

การดำ�เนินงานได้ทำ�การเปรียบเทียบระหว่างข้อมูลที่ไม่ได้

ปรับสมดุลกับข้อมูลท่ีผ่านการปรับสมดุล โดยใช้ค่าความถูกต้อง 

ค่าความไว และค่าความจำ�เพาะ เพื่อวัดประสิทธิภาพของ

ตัวแบบ ได้ผลการดำ�เนินงาน ดังนี้

	 1) ค่าความแม่นยำ�ผลการเปรียบเทียบค่าความแม่นยำ� 

สามารถสรุปผลได้ดังตารางที่ 4 และภาพที่ 6

	 จากตารางที่ 4 และ ภาพที่ 6 การวัดค่าความแม่นยำ�ซึ่ง

ถอืวา่เปน็ประสทิธภิาพโดยรวมของตวัแบบในการพยากรณ์

ผลการทดลองพบว่า ข้อมูลท่ีผ่านการปรับสมดุลด้วยวิธี 

SMOTE ทำ�ให้ค่าความแม่นยำ�ของตัวแบบสูงขึ้นทุกเทคนิค 

โดยเฉพาะเทคนคิ RF ใหค้า่ความแมน่ยำ�สูงสดุรอ้ยละ 87.15  

ตารางท่ี 3 ข้อมูลท่ีผ่านวิธี SMOTE แก้ปัญหาข้อมูลไม่สมดุล

กลุ่ม Original SMOTE

กลุ่มไม่เสี่ยงเป็น IAD 200 200

กลุ่มเสี่ยงเป็น IAD 623 623

กลุ่มเป็น IAD 57 399

จำ�นวนทั้งหมด 880 1,222

ตารางที่ 4 ค่าความแม่นยำ�

Algorithms Original SMOTE

J48 75.45 81.75

ID3 79.20 83.88

LMT 80.11 84.45

CART 75.45 80.44

RF 81.25 87.15

ภาพที่ 6 ค่าความแม่นยำ�
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ตามด้วยเทคนิค LMT ให้ค่าความแม่นยำ�ร้อยละ 84.45   

เทคนิค ID3 ให้ค่าความแม่นยำ�ร้อยละ 83.88 เทคนิค J48 

ให้ค่าความแม่นยำ�ร้อยละ 81.75 และตัวแบบท่ีสร้างด้วย 

เทคนิค CART ให้ค่าความแม่นยำ�น้อยที่สุดที่ร้อยละ 80.44

2)	 ค่าความไว ผลการเปรียบเทียบค่าความไว สามารถ 

สรุปผลได้ดังตารางที่ 5 และภาพที่ 7

	 จากตารางที่ 5 และ ภาพที่ 7 การวัดค่าความไว เป็น 

การบอกถึงอัตราส่วนของการพยากรณ์ถูกต้องในกลุ่มที่

สนใจ เช่น กลุ่มที่สนใจ คือ กลุ่มเป็น IAD หมายความว่า 

โอกาสท่ีผู้ท่ีเป็นโรคติดอินเทอร์เน็ตจะได้รับผลการวินิจฉัย

ว่าเป็นโรคติดอินเทอร์เน็ต ผลการทดลองพบว่า ข้อมูลที่ 

ผ่านการปรับสมดุลด้วยวิธี SMOTE ทำ�ให้ค่าความไวของ 

ตัวแบบสูงข้ึนทุกเทคนิค โดยเฉพาะเทคนิค RF ให้ค่าความไว

สูงสุดร้อยละ 85.89 ตามด้วยเทคนิค ID3 ให้ค่าความไวร้อยละ 

80.79 เทคนคิ LMT ใหค้า่ความไวรอ้ยละ 80.43 เทคนคิ J48 

ให้ค่าความไวร้อยละ 77.16 และตัวแบบที่สร้างด้วย เทคนิค 

CART ให้ค่าความไวน้อยที่สุดที่ร้อยละ 74.79

	 3) ค่าความจำ�เพาะ ผลการเปรียบเทียบค่าความถูกต้อง 

สามารถสรุปผลได้ดังตารางที่ 6 และภาพที่ 8

	 จากตารางท่ี 6 และ ภาพท่ี 8 การวัดค่าความจำ�เพาะ

เป็นการบอกถึงอัตราส่วนการพยากรณ์ถูกต้องในกลุ่มอื่นๆ 

เช่นกลุ่มอื่นๆ คือ กลุ่มไม่เสี่ยงเป็น IAD และกลุ่มเสี่ยงเป็น 

IAD หมายความวา่ โอกาสทีผู่ท้ีไ่มไ่ด้เปน็โรคตดิอนิเทอรเ์นต็

จะได้รับผลการวินิจฉัยว่าไม่เป็นโรคติดอินเทอร์เน็ต  

ผลการทดลองพบว่า ข้อมูลท่ีผ่านการปรับสมดุลด้วยวิธี 

SMOTE ทำ�ให้ค่าความจำ�เพาะของตัวแบบสูงขึ้นทุกเทคนิค 

โดยเฉพาะเทคนคิ RF ใหค้า่ความจำ�เพาะสงูสุดรอ้ยละ 87.53  

ตามด้วยเทคนิค ID3ให้ค่าความจำ�เพาะร้อยละ 84.94   

เทคนิค LMT ให้ค่าความจำ�เพาะร้อยละ 84.23  เทคนิค J48 

ให้ค่าความจำ�เพาะร้อยละ 81.71 และตัวแบบท่ีสร้าง 

ด้วยเทคนิค CART ให้ค่าความจำ�เพาะน้อยท่ีสุดท่ีร้อยละ 79.94

5.  สรุป 

	 การวิจัยครั้งนี้มีวัตถุประสงค์เพื่อนำ�เสนอตัวแบบ 

การพยากรณก์ารเปน็โรคตดิอนิเทอรเ์นต็ในกลุม่เยาวชนหรอื

ตารางที่ 5 ค่าความไว

Algorithms Original SMOTE

J48 53.60 77.16

ID3 68.65 80.79

LMT 71.87 80.43

CART 57.35 74.79

RF 78.50 85.89

ภาพที่ 7 ค่าความไว

ตารางที่ 6 ค่าความจำ�เพาะ

Algorithms Original SMOTE

J48 71.12 81.71

ID3 77.02 84.98

LMT 76.89 84.23

CART 71.43 79.94

RF 79.60 87.53

ภาพที่ 8 ผลการทดลอง
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วยัรุน่ ซึง่มอีายรุะหวา่ง 15 - 24 ป ีในเขต อำ�เภอเมอืง จงัหวดั

นครปฐม ซึง่เทคนคิการพยากรณใ์นงานวจิยัฉบบันีใ้ช้เทคนคิ

ต้นไม้ตัดสินใจและแก้ปัญหาข้อมูลไม่สมดุลด้วยเทคนิค 

SMOTE จากการทดลอง พบว่า

	 1) การแก้ปัญหาข้อมูลไม่สมดุลด้วยเทคนิค SMOTE 

สามารถเพิ่มประสิทธิภาพให้ตัวแบบเพิ่มขึ้นในทุกเทคนิคท่ี

ได้นำ�มาเปรียบเทียบ เม่ือพิจารณาเป็นด้าน สามารถสรุปได้ว่า 

คา่ความแมน่ยำ�เพิม่ขึน้เฉลีย่รอ้ยละ 5.24 ค่าความไวเพิม่ขึน้

เฉลี่ยร้อยละ 13.82 และค่าความจำ�เพาะเพิ่มขึ้นเฉลี่ย 

ร้อยละ 8.47 

	 2) ตัวแบบการพยากรณ์จากเทคนิค RF เป็นตัวแบบที่มี

ประสิทธิภาพในการพยากรณ์สูงที่สุด ซึ่งเทคนิค RF เป็น

เทคนคิทีส่รา้งตวัแบบตน้ไมต้ดัสนิใจหลายๆ ตวัแบบมาชว่ย

ในการหาคำ�ตอบ สร้างตัวแบบโดยใช้การสุ่มข้อมูลจากชุด

ขอ้มลูสอนออกมาเปน็หลายๆ ชุด รว่มกับการสุม่คุณลกัษณะ

ท่ีมีมาใช้ในการสร้างตัวแบบทำ�ให้ตัวแบบที่สร้างขึ้นมามี

ลักษณะต้นไม้ตัดสินใจที่หลากหลาย หลังจากได้ตัวแบบมา

ชุดหนึ่งแล้วถึงนำ�ไปพยากรณ์ข้อมูลที่ยังไม่รู้คำ�ตอบ ซึ่ง

แต่ละตัวแบบก็จะให้คำ�ตอบออกมา และในขั้นตอนสุดท้าย

จะนำ�คำ�ตอบเหลา่นีม้ารวมกันเพือ่ดูวา่คำ�ตอบไหนเหมาะสม

ที่สุด โดยอาจจะใช้วิธีการโหวต (vote) เพื่อเลือกคำ�ตอบที่

ตอบตรงกันมากที่สุด จากวิธีการสร้างตัวแบบเช่นนี้ทำ�ให้

เทคนิค RF มีประสิทธิภาพในการพยากรณ์ที่ดี และเมื่อได้

ทำ�การปรับสมดุลของข้อมูลด้วยวิธี SMOTE แล้วทำ�ให้

ประสิทธภิาพการพยากรณเ์พิม่ขึน้อกี โดยมค่ีาความแมน่ยำ�

เท่ากับร้อยละ 87.15  ค่าความไวเท่ากับร้อยละ 85.89 และ

ค่าความจำ�เพาะเท่ากับร้อยละ 87.53 จึงเป็นตัวแบบท่ีเหมาะสม

ต่อการนำ�ไปประยุกต์ใช้สำ�หรับการพยากรณ์การเป็นโรค 

ติดอินเทอร์เน็ตต่อไป

	 อยา่งไรกต็ามตวัแบบการพยากรณท่ี์ผูว้จิยัได้นำ�เสนอนัน้

เป็นเพียงการใช้เทคนิคหนึ่งของการทำ�เหมืองข้อมูลจาก

หลากหลายเทคนิคท่ีมีอยู่  และยังมีข้อจำ�กัดด้านกลุ่ม

ประชากรตัวอย่างที่เก็บในพื้นที่จังหวัดเดียวเท่านั้น ซึ่งใน

อนาคตหากมีการพัฒนางานวิจัยให้มีประสิทธิภาพมากขึ้น 

อาจจะต้องเพิ่มปริมาณข้อมูลท่ีนำ�มาใช้ในการสร้างตัวแบบ

หรือขยายบริเวณพื้นท่ีในการเก็บข้อมูลจากกลุ่มประชากร

ตัวอย่างเพิ่มจากจังหวัดในภาคอื่นๆ เช่น ภาคเหนือ  

ภาคตะวันออกเฉียงเหนือ และภาคใต้  เพื่อให้ เกิด 

ความหลากหลายของข้อมูลมากขึ้น และเพื่อให้ตัวแบบ

สามารถนำ�ไปใช้ได้อย่างมีประสิทธิภาพสูงสุด
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