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การกระจายภาระงานด้วยหลักโครงสร้างการรวมกลุ่มที่ดีที่สุด
Task Allocation with Optimal Coalition Structure Concept

บทคัดย่อ

	 การจัดสรรภาระงานเข้าสู่กระบวนการทำ�งาน นั้นนับว่า

เป็นปัญหาท่ีมีความสำ�คัญต่อภาคการผลิต ภาคการขนส่ง 

ฯลฯ มีการพัฒนาเทคนิคการแก้ปัญหาอย่างต่อเนื่องเพื่อหา

วิธีการท่ีจะทำ�ให้เกิดประสิทธิภาพมากที่สุดแก่ระบบ  

ในบทความนี้ผู้วิจัยได้ทำ�ศึกษาและพัฒนาอัลกอริทึมโดยใช้

หลักการ Optimal Coalition Structure (OCS) เพื่อใช้ใน 

การแก้ไขปญัหาการจัดลำ�ดับภาระงาน วธิกีารนีใ้ช้การหาค่า

ระยะเวลาในการทำ�งานของกลุ่มภาระงานท่ีมีผลรวมของ

เวลาในการทำ�งานน้อยที่สุด ซึ่งก็คือการจัดกลุ่มภาระงาน 

ซึ่งก่อเกิดกระบวนทำ�งานที่มีประสิทธิภาพที่สุด

คำ�สำ�คัญ: โครงสร้างการรวมกลุ่มที่ ดี ท่ีสุด การเพิ่ม

ประสิทธิภาพของกระบวนการ การจัดสรรภาระงาน

Abstract

	 Task allocation in business processes is an important 

problem in manufacturing, logistics, etc. There have been 

researches in developing techniques which can suggest the 

most efficient solution to the systems. In this research,  

we have developed an algorithm for task allocation based on 

optimal coalition structure technique in order to solve the task 

allocation problem. The technique searches for the allocations 

which have minimal execution time which is the most efficient 

business process.

Keyword: Optimal Coalition Structure, Optimization Process, 

Task Allocation.

พาณิชย์  สุดโคต  (Panich  Sudkhot)* ฉัตรตระกูล  สมบัติธีระ  (Chattrakul  Sombattheera)*
และ สวนิต  วัฒนศักดากุล  (Savanid  Vatanasakdakul)**

1.  บทนำ�

	 ปจัจบุนันบัวา่ปญัหาและอปุสรรคในการทำ�งานสำ�นกังาน

หรือปัญหาด้านการผลิตต่างๆ นั้นมาจากหลายสาเหตุ แต่

ปัจจัยที่สำ�คัญคือปัญหาด้านทรัพยากรมนุษย์และด้าน

ทรัพยากรระบบงาน ผู้บริหารจะต้องศึกษาวิเคราะห์แต่ละ

ปัญหาเพื่อหาทางปรับปรุงให้ เ กิดคุณภาพงานท่ีดีมี

ประสิทธิภาพและประสิทธิผลเพื่อบรรลุเป้าหมายตาม

วัตถุประสงค์ขององค์กร

	 ซึ่งจากปัญหาและอุปสรรคของการจัดการกระบวนการ

ทำ�งานและกระบวนการจัดสรรงานน้ันไม่ว่าจะเป็นกระบวนการ

ผลิตของภาคโรงงานอุตสาหกรรม หรือแม้กระท่ังกระบวนการ

ขนสง่ของภาคการขนสง่ จะมกีระบวนการทำ�งานซึง่ในแตล่ะ

องค์กรอาจมีความแตกต่างกันในรูปแบบต่างๆ แต่จะมีสิ่งที่

เหมือนกันคือการไหลของงาน เช่น ในโรงงานอุตสาหกรรม

มีกระบวนการวางแผนการผลิตและกระบวนการผลิต ซึ่งใน

บางอุตสาหกรรมอาจจะยังไม่มีการจัดการกระบวนการท่ีดี 

ส่งผลให้กระบวนการผลิตภายในล่าช้าและผลิตไม่ได้ตาม 

เป้าหมายท่ีกำ�หนดไว้อาจส่งผลกระทบในหลายๆ ด้าน ไม่ว่า

เป็นต่อโรงงานและประเทศอาจสูญเสียรายได้ในส่วนนี้ไป  

ดังนั้นโรงงานอุตสาหกรรมจึงจำ�เป็นต้องมีการจัดการ 

การวางแผนการผลติและกระบวนการผลติทีม่ปีระสทิธภิาพ

เพื่อเพิ่มขีดความสามารถในการผลิต 

	 ดังนัน้ในงานวจิยันีจ้งึออกแบบและพฒันาอลักอรทิมึทีใ่ช้

ในการจัดสรรภาระงานโดยใช้หลักโครงสร้างการรวมกลุ่มท่ี

ดีที่สุด Optimal Coalition Structure (OCS) และการประยุกต์

ใชก้ระบวนการทำ�งานตา่งๆมาวเิคราะห ์เพือ่จำ�ลองการไหล

ของภาระงาน ซึ่งจะสามารถช่วยเพิ่มประสิทธิภาพและ 

ขีดความสามารถในการผลิต การขนส่ง ฯลฯ เก็บบันทึกข้อมูล
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ทางการผลติและตดิตามกระบวนการทำ�งานของภาระงานใน

แต่ละแผนก ซึ่งจะช่วยในเรื่องการวางแผนการวางตำ�แหน่ง

ของภาระงานท่ีเหมาะสมและยังสามารถประยุกต์ใช้กับการ

จำ�ลองการไหลของภาระงานต่างๆ ได้

2.  ทฤษฎีและงานวิจัยที่เกี่ยวข้อง

	 2.1 เอเจนต์

	 เอเจนต ์(Agent) หรอื ซอฟตแ์วรเ์อเจนต ์(Software agent) 

ได้ถกูใชใ้นด้านเทคโนโลยมีากมายและยงัได้รบัการใชอ้ยา่ง

แพร่หลาย เช่น ใน Artificial Intelligence (AI), Databases, 

Operating systems  และ Computer networks แม้ว่าเอเจนต์

จะไม่มีความหมายเดียวใน Genesereth and Ketchpel, 1994 

[1], Wooldridge and Jennings, 1995 [2] Russell and Norvig, 

2003 [3] แต่นิยามของทุกคนยอมรับว่าเอเจนต์เป็นส่วน

ประกอบหลักของซอฟต์แวร์พิเศษท่ีมีความเป็นอิสระมี 

อินเตอร์เฟซการทำ�งานร่วมกันกับระบบ หรือพฤติกรรมท่ี 

สามารถจำ�ลองระบบที่ซับซ้อน

	 ในความหมายทางด้านคอมพวิเตอรแ์ละปญัญาประดิษฐ ์

(Computer AI) เอเจนต์ (Agent) คือ ระบบคอมพิวเตอร์ที่มี

ความสามารถกระทำ�ในบางส่ิงบางอยา่งได้อยา่งอสิระได้ด้วย

ตัวเอง ซ่ึงเอเจนต์สามารถคิดวางแผนในการกระทำ�ของตัวเอง 

เพื่อให้บรรลุเป้าหมายตามที่ได้รับมอบหมายมา [5-7]

	 ซอฟต์แวร์เอเจนต์ (Software Agent) คือ ซอฟต์แวร์ซึ่ง

ทำ�หน้าท่ีอย่างต่อเนื่องและเป็นอิสระจากกันในสภาพ

แวดลอ้มทีอ่าศยัอยู ่และใน [8, 9] มคีวามพยายามทีจ่ะพฒันา

แพลตฟอร์มที่มีการทำ�งานแบบออโตโนมัส

	 2.2 ระบบมัลติเอเจนต์

	 ใน [6], [7] และ [10-12] ระบบมัลติเอเจนต์ คือ ระบบที่

ประกอบด้วยเอเจนต์จำ�นวนหนึ่ง ที่มีการปฏิสัมพันธ์ต่อกัน

และสามารถทำ�งานตามคำ�สั่งที่ได้รับมอบหมาย เพื่อให้ 

บรรลุเป้าหมายหรือตอบโจทย์ของผู้ใช้งาน ลักษณะของ 

เอเจนต์มีอยู่สามอย่าง 1. Cooperate คือ การทำ�งานร่วมกัน 

2. Coordinate คือ การทำ�งานประสานกัน 3. Negotiate คือ 

การต่อรองกัน

	 2.3 ทฤษฎีเกม

	 จากการมีปฏิสัมพันธ์กันระหว่างเอเจนต์ข้างต้นจำ�เป็น

ต้องรวมเอาทฤษฎีเกม (Game theory) เพื่อเป็นการศึกษา

และทำ�ความเข้าใจใน Decision-makers ซึ่งการตัดสินใจจะมี

ผลกระทบต่อกัน ใครจะตัดสินใจอย่างไร แต่ละผลท่ีจะเกิด

ขึ้นเป็นอย่างไร ที่มาของทฤษฎีเกมเกิดจากนักคณิตศาสตร์ 

จอห์น ฟอน นอยมันน์ (John von Neumann) ทฤษฎีเกม

สามารถแบง่ออกได้เปน็สองอยา่ง คือ Non-cooperative game 

คอื เกมทีไ่มม่คีวามรว่มมอื กตกิากำ�หนดใหผู้เ้ลน่ไมส่ามารถ

พูดคุยเจรจาต่อรองหรือติดต่อกันได้ Cooperative game คือ 

เกมท่ีผู้เล่นมีความร่วมมือกัน ผู้เล่นสามารถท่ีจะพูดคุย  

แลกเปลีย่นการตดัสนิใจกันได้ หรอืการเจรจาตกลงกันได้ [4]

	 2.4 โครงสร้างการรวมกลุ่มที่ดีที่สุด

	 Optimal Coalition Structure [5] คือ โครงสร้างการรวม

กลุ่มที่ดีที่สุดของเอเจนต์ (Agents) กำ�หนดให้ N = {1, 2, 3, 

4} เปน็เซตของเอเจนต ์กลุม่ของเอเจนตป์ระกอบด้วยสบัเซต

ที่ไม่เป็น NULL เกิดจากสมการ 2n-1 ได้แก่ S = {{1}, {2}, 

{3}, {4}, {2, 1}, {3, 1}, {3, 2}, {4, 1}, {4, 2}, {4, 3}, {3, 2, 

1}, {4, 2, 1}, {4, 3, 1}, {4, 3, 2}, {4, 3, 2, 1}} มูลค่าของ 

เอเจนต์ในแต่ละกลุ่มจะถูกกำ�หนดโดย Characteristic Function 

เช่น V(S1) = 10, V(S2) = 5, V(S3) = 1 เป็นต้น และ 

การหาค่าโครงสร้างการรวมกลุ่มท่ีดีที่สุดโดยท่ัวไปจะ

สามารถเกิดขึ้นได้หลายแบบ MAX MIX AVG ในงานวิจัยนี้

จะใช้ค่าการรวมกลุ่มที่น้อยที่สุดหาได้จากสมการด้านล่าง

	 ค่าของกลุม่ทีดี่ท่ีสดุหาได้จากผลรวมของกลุม่ท่ีมค่ีานอ้ย

ท่ีสุดตามอกรูเมนต์ท่ีกำ�หนดขึ้นมาหรืออาจจะเป็นค่ามาก

ทั้งนี้ขึ้นอยู่กับความต้องการและการนำ�ไปใช้

	 2.5 งานวิจัยที่เกี่ยวข้อง

	 Sen et. al. [14] ได้เสนออลักอรทึิมในการคน้หาโดยอยูบ่น

พื้นฐานของเจนเนอร์ติคอัลกอริทึม (Order-Based Genetic 

Algorithm (OBGA)) และยังได้ประยุกต์เอาหลักโครงสร้าง

การรวมกลุ่มท่ีดีที่สุดท่ีอยู่ในลักษณะของฟังก์ชันเกมส์  

(Optimal Coalition Structure in Characteristic Function 

Games (CFGs)) [16, 17] มาใช้ในการค้นหาและได้จำ�ลอง

ภาระงานขึ้นมาโดยจำ�ลองให้เห็นถึงการจัดสรรภาระงาน 

โดยใช้หลักทฤษฎีคิว

	 Sombattheera et. al. [15] ได้เสนออัลกอริทึมที่ตั้งอยู่บน

ทฤษฎี α-core โดยการค้นหาโครงสร้างการรวมกลุ่มภายใน 

Linear Production Domain โดยเอเจนต์แต่ละเอเจนต์มี

(1)
V(CS) =        S ∈ CSV(S)∑
CS* = argminCS ∈ LV(CS)
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ทรัพยากรที่จะนำ�มาผลิตสินค้าเพื่อจำ�หน่าย เอเจนต์จะรวม

กันเพื่อเพิ่มผลผลิตและยอดขาย แต่จะมีต้นทุนในการรวม

กลุ่มกัน ซ่ึงจะทำ�ให้ผลกำ�ไรของกลุ่มและส่วนแบ่งของเอเจนต์

ลดลง โดยแต่ละเอเจนต์จะคัดเลือกเอเจนต์ที่เมื่อรวมกลุ่ม

แล้วมีแนวโน้มจะช่วยเพิ่มกำ�ไรให้กลุ่ม

	 Michalak et. al. [16] ได้เสนอโครงสร้างการรวมกลุ่มที่ดี

ท่ีสุดและการแบง่โครงสรา้งกลุม่ด้วยวธิหีลกัพารต์ชัินฟงัก์ชนั

เกมส์ (Partition Function Game) โดยการแบง่กลุม่นัน้เปน็ใน

ลักษณะการเกิดกลุ่ม และได้ทดสอบ 4 ช้ันใน Super-additive+, 

Super-additive-, Sub-additive+, Sub-additive- เพื่อหา

โครงสร้างการรวมกลุ่มที่ดีที่สุดที่เกิดในแต่ละชั้น

	 Sandholm et. al. [17] ได้เสนอถึงการให้กำ�เนิดโครงสร้าง

การรวมกลุ่มท่ีดีท่ีสุด โดยได้เน้นในเรื่องของการค้นหา

โครงสร้างของกลุ่มที่ดีที่สุดในกลุ่มท่ีมีขนาดใหญ่ ได้ค้นหา

โครงสร้างที่ดีที่สุดได้อย่างรวดเร็ว โดยได้วางการทำ�งานไว้ 

3 ขัน้ตอน ลำ�ดับที ่1 ทำ�การหาขนาดของโครงสรา้งของกลุม่

ที่เกิดขึ้น ลำ�ดับที่ 2 ทำ�การหาค่าของโครงสร้างกลุ่มที่ดีที่สุด

ในแต่ละโครงสร้าง และลำ�ดับที่ 3 หารค่าของกลุ่มเพื่อ 

แก้ปัญหาในการให้กำ�เนิดกลุ่มในหมู่เอเจนต์ ได้บอกถึง 

การค้นหาโครงสร้างกลุ่มกรณีท่ีแย่ท่ีสุดในการค้นหากลุ่ม 

ทั้งขอบบนและขอบล่างของการค้นหา

3.  วิธีดำ�เนินการวิจัย

	 เนื้อหาในส่วนที่ 3 กล่าวถึงวิธีการดำ�เนินการวิจัยของ 

การออกแบบและพัฒนาอัลกอริทึมสำ�หรับจัดสรรภาระงาน

เข้าสู่กระบวนการ ได้นำ�เสนอแนวคิดออกแบบและพัฒนา

เพือ่บรรลวุตัถปุระสงคข์องงานวจิยั  โดยได้อาศัยแนวคิดและ

วิธีการวิจัยตามทฤษฎีและงานวิจัยที่เก่ียวข้องในส่วนท่ี 2  

ซึ่งแบ่งวิธีดำ�เนินการวิจัยออกเป็น 4 ขั้นตอนคือ ออกแบบ

สถาปัตยกรรมของอัลกอริทึม โมเดลปัญหาและการพัฒนา

อัลกอริทึม ตัวอย่างการคำ�นวณเบื้องต้น และออกแบบ 

การทดสอบและวัดประสิทธิภาพ

	 3.1 ออกแบบสถาปัตยกรรมของอัลกอริทึม

	 อธิบายถึงกระบวนการในการนำ�ภาระงานเข้า สู่

กระบวนการเริ่มต้นจากการให้กำ�เนิดภาระงาน (Generate 

Tasks) ภาระงานท่ีถกูสรา้งขึน้มาจะมคีณุสมบตัท่ีิแตกตา่งกัน

โดยยึดตามฟังก์ชันของกระบวนการ  ภาระงานจะถูกนำ�เข้า

สู่ตัวกระจายภาระงาน (Dispatcher) ตัวกระจายจะทำ�หน้าที่

ตัดสินใจในการนำ�ภาระงานเข้าสู่กระบวนการทำ�งาน (Process) 

และภาระงานที่ผ่านกระบวนการแล้วจะไหลเข้าสู่กระบวน 

ตอ่ไปในลกัษณะเดียวกันจนกวา่จะเสรจ็ส้ินกระบวนการของ

ภาระงานนั้นๆ

	 จากภาพที ่2 เปน็การออกแบบโครงสรา้งของกระบวนการ

ทำ�งาน ผู้วิจัยได้ทำ�การให้กำ�เนิดชนิดของภาระงานขึ้นมา

โดยข้อมูลจะมีความสัมพันธ์โดยตรงกับฟังก์ชันเวลา ซ่ึงภาระงาน

แตล่ะชนดินัน้มกีารกำ�หนดเวลาใหท้ำ�งานในเครือ่งจกัรแตล่ะ

เครือ่งไมเ่ท่ากัน เมือ่ภาระงานไหลเขา้สูต่วักระจายภาระงาน

จะมีการบันทึกข้อมูลลงฐานข้อมูลและสามารถดูได้ว่าภาระงาน

ชนิดใดเข้าสู่ตัวกระจาย จากน้ันเม่ืองานเข้าสู่ตัวกระจายภาระงาน

แลว้ ตวักระจายจะทำ�การตดัสนิใจวา่จะนำ�ภาระงานทีเ่ขา้มา

ใหม่กระจายสู่ เครื่องจักรใดและเมื่อนำ�ภาระงานเข้าสู่

เครื่องจักรจะมีการเก็บบันทึกข้อมูลด้วยเช่นเดียวกัน  

ภาพท่ี 2 ภาพแสดงกระบวนการทำ�งาน

ภาพท่ี 3 ความสัมพันธ์ของภาระงานต่อเคร่ืองจักรภาพท่ี 1 วิธีดำ�เนินการวิจัย
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หลังจากนั้นเครื่องจักรจะทำ�งานกับงานชนิดนั้นๆ โดยมี 

การประมวลผลตามฟงัก์ชนัของเวลาท่ีกำ�หนดไวจ้นเสรจ็สิน้

กระบวนการทำ�งานของภาระงานนั้นๆ

	 จากภาพที่ 3 แสดงให้เห็นถึงจำ�นวนการกระจายที่

สามารถเกิดขึ้นได้โดยผ่านตัวกระจายภาระงาน ซึ่งแต่ละ

ชนิดนั้นจะกระจายได้เป็นจำ�นวน M! (ตามจำ�นวนเครื่อง) 

งานแตล่ะชนดิจะสามารถกระจายเขา้สูเ่ครือ่งจกัรได้หลายๆ

วิธีโดยไม่กำ�หนดตำ�แหน่งที่แน่นอน โดยงาน 1 ชิ้นสามารถ

กระจายไปสู่เครื่องจักร์ได้ 4 วิธี

	 จากภาพท่ี 4 แสดงถงึการหาค่า OCS ของโครงสรา้งกลุม่

โดยการหาค่าระยะเวลาในการทำ�งานของกลุ่มภาระงานที่มี

ผลรวมของเวลาในการทำ�งานนอ้ยทีส่ดุ โดยใช้หลกัการ OCS 

จากภาพจะเห็นวา่เมือ่ภาระงานถกูนำ�เขา้สูต่วักระจายตวั จะ

ทำ�หนา้ทีห่าคิวทีม่เีวลาทำ�งานนอ้ยท่ีสุดและทำ�การตดัสนิใจ 

และภาพจะเห็นว่าตัวกระจายตัดสินใจกระจายภาระงานเข้า

สู่เครื่องจักรที่ 3 q(0, 2)

	 3.2 โมเดลปัญหาและการพัฒนาอัลกอริทึม

	 จากภาพที่ 5 โครงสร้างการไหลของภาระงาน จะจำ�ลอง

การไหลของภาระงานจากเริ่มต้นจนจบกระบวนการเริ่มต้น

การสร้างข้อมูลภาระงานชนิดต่างๆ งานแต่ละชนิดจะ

ประกอบด้วยชิ้นงาน (ID ของภาระงาน) จากนั้นงานจะถูก

นำ�เข้าสู่ตัวกระจายภาระงานเพื่อคำ�นวณหาค่าเวลาของคิว

ในเครื่องจักรที่น้อยที่สุดในตัวกระจายภาระงานจะมีฐาน

ข้อมูลเพื่อเก็บบันทึกค่าเวลา ชนิดงาน ชิ้นงาน เป็นต้น เมื่อ

ได้ค่าของเวลาของคิวที่ใช้เวลาในการประมวลผลน้อยท่ีสุด

แลว้ภาระงานจะถกูนำ�เขา้สูคิ่วของเครือ่งจกัรนัน้เชน่เดียวกนั

เครื่องจักรที่ประจำ�อยู่ในแต่ละแผนกจะมีฐานข้อมูลเพื่อเก็บ

บันทึกค่าต่างๆ และเมื่อภาระงานทำ�งานในเครื่องจักร 

จนเสร็จเรียบร้อยแล้วงานจะถูกนำ�เข้าสู่สถานะรอจ่ายงาน 

และรอเข้าสู่แผนกต่อๆ ไป

ภาพท่ี 4 กระบวนการหาค่าเวลาท่ีน้อยท่ีสุดของตัวกระจาย

ภาพท่ี 5 โครงสร้างการไหลของภาระงาน

ตารางที่ 1 ตารางอธิบายตัวแปร

ตัวแปร คำ�อธิบาย

|T|
เซตชนิดของภาระงานที่จะนำ�เข้ามาทำ�งาน 

โดยที่ t1,…,o ;1≤k≤o

D เซตของตัวกระจายภาระงานเข้าสู่เครื่องจักร

ต่างๆ ซึ่งมีประจำ�อยู่แต่ละแผนก

M เซตของขั้นตอน (Step) คือ จำ�นวนแผนกทั้งหมด 

โดยที่ 1,…,m;i

N เซตของเครื่องจักรทั้งหมดที่อยู่ในแผนกนั้นๆ 

โดยที่ 1,…,n;j

∫ (M, T)
ฟังก์ชันที่ทำ�หน้าที่บอกเวลาเฉลี่ยของเครื่องจักร

สามารถทำ�งานกับงานชนิดต่างๆ

|D| จำ�นวนของตัวกระจายที่อยู่ในแต่ละแผนก

|M| จำ�นวนของแผนก

|N| จำ�นวนของเครื่องจักรที่ประจำ�อยู่ในแต่แผนก

P ภาระงานที่รอเข้าทำ�งานในเครื่องจักร

|ai, j | เอเจนต์ท่ีทำ�หน้าท่ีควบคุมเคร่ืองจักรรับส่งภาระงาน

|qi, j | คิวของงานที่อยู่เครื่องจักร i, j

τ (qi, j) ฟังก์ชันหาค่าเวลาจากคิวของเครื่องจักร

CS โครงสร้างการรวมกลุ่ม โดยแบ่งตามชนิดของงาน

V(CS) ค่าของโครงสร้างกลุ่ม

CS* โครงสร้างการรวมกลุ่มที่ดีที่สุด

ar gmin กำ�หนดค่าผลรวมที่ได้จาก CS* คือค่าน้อยที่สุด
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	 จากสมการที่ 4 ตัวอย่างโมเดลคิวของเครื่องจักร แสดง

ภาระงานที่อยู่ใน q2,1 ซึ่งจะประกอบด้วยภาระงานต่างๆ  

มีชนิดและไอดีเป็นตัวกำ�หนดระยะเวลาเฉลี่ยในการเข้า

ทำ�งานในเครื่องจักร โดยจะสัมพันธ์กับฟังก์ชัน ∫ (M,T) ซึ่ง

เปน็ฟงัก์ชนัทีท่ำ�หนา้ท่ีบอกเวลาเฉลีย่ของเครือ่งจกัรสามารถ

ทำ�งานกับงานชนิดต่างๆ

	 จากสมการที่ 5 โมเดลตัวกระจายภาระงาน จะประจำ�อยู่

ในแต่แผนกซึ่งแต่ละแผนกนั้นจะมีจำ�นวน 1 เครื่องเท่านั้น 

ซึง่มหีนา้ทีร่บัภาระงานเขา้มาและตรวจสอบหาค่าผลรวมของ

เวลาในคิวต่างๆ ของเครื่องจักรที่อยู่ในแผนกนั้นๆ เพื่อนำ�

ภาระงานท่ีเข้ามาใหม่กระจายไปสู่คิวท่ีมีค่าผลรวมเวลาใน

กระทำ�งานน้อยที่สุดตามค่า CS*argmin

	 ในภาพรวมของโมเดลตา่งๆ ขา้งตน้จะมค่ีาของเวลาทีใ่ช้

ในการทำ�งานรว่มกันกับเครือ่งจกัรท่ีอยูใ่นแตล่ะแผนกซึง่เมือ่

มีงานที่ถูกนำ�เข้ามาสู่ตัวกระจายแล้ว ตัวกระจายจะทำ� 

การตัดสินใจว่าควรนำ�เอาภาระงานเข้าไปที่เครื่องจักรไหน  

ดังนัน้จงึจำ�เปน็ตอ้งมฟีงัก์ชนัทีท่ำ�การคำ�นวณค่าเวลาของคิว

ท่ีอยู่ในแต่ละแผนก สามารถเขียนในรูปแบบของการรวมกลุ่ม

ซึง่จะเอาคา่ของเวลาทีใ่ชใ้นการทำ�งานรว่มกับเครือ่งจกัรโดย

กำ�หนดให้ V(τ(qi,j)) ซึ่งเป็นค่าของเวลาที่อยู่ในคิว qi,j จะได้

ค่าตามที่กำ�หนดไว้ตั้งแต่ต้นคือ CS*argmin คือค่าของกลุ่ม

ทีใ่ชเ้วลาในการทำ�งานนอ้ยทีสุ่ด ดังนัน้ภาระงานท่ีถกูนำ�เขา้

มานัน้ตวักระจายจะนำ�ภาระงานนัน้ส่งเขา้สูคิ่วของเครือ่งจกัร

ท่ีใช้เวลาในการทำ�งานน้อยท่ีสุด สามารถคำ�นวณได้จาก

สมการ 6 และ 7 สมการคำ�นวณหาค่าของโครงสร้างภาระงาน

ที่ดีที่สุด

	 จากตาราง ท่ี  1 เขียนในรูปแบบเซตดังต่อไปนี้   

T = { t1, t2,…,to } แทนเซตชนิดของงานที่เข้ามาทำ�งานใน

กระบวนการต่างๆ ที่อยู่ในระบบ D = { d1, d2,…,dm } แทน

เซตของตวักระจายซึง่ตวักระจายมหีนา้ทีน่ำ�งานทีถ่กูนำ�เขา้

มาในตัวกระจายต่างๆ ที่อยู่ในแต่ละแผนกมีหน้าที่ตัดสินใจ

ว่าจะนำ�งานเข้าไปที่คิวใด M = { m1, m2,…,mi } แทนเซต

ของแผนกและ N = { n1, n2,…,nj } แทนเซตของเคร่ืองจักรท่ี

ประจำ�อยูแ่ตล่ะแผนก ซึง่ในภาพรวมของระบบงานนัน้เขยีน

ได้ในรูปแบบดังต่อไปนี้

	 จากสมการที ่1 โมเดลเอเจนตข์า้งตน้นัน้เขยีนในรปูแบบ 

ตัวแปล ai,j จะแทนเอเจนต์ในแผนกต่างๆ เช่น a1,1 นั้นก็คือ

เอเจนต์ที่ 1 ของแผนกที่ 1, a2,2 นั้นก็คือเอเจนต์ที่ 2 ของ

แผนกที่ 2 เป็นต้น และโมเดลของเอเจนต์พบว่าในแผนก

ต่างๆ นั้นจะมีคนท่ีทำ�หน้าที่นำ�ภาระงานเข้ามาทำ�ใน

เครือ่งจักรเปน็คนคอยควบคุมการทำ�งานของเครือ่งจกัรและ

รับภาระงานเข้า หรือส่งออกภาระงานต่างๆ ซึ่งถ้าเอาไปใช้

ในการทำ�งานจริงจะขึ้นตามโครงสร้างการไหลของงานใน

โรงงานอุตสาหกรรม ฯลฯ

	 จากสมการที่ 2 โมเดลคิวของภาระงาน ในเครื่องจักรใน

คิว qi,j นั้นจะมีภาระงานที่รอการเข้าทำ�งานในเครื่องจักรอยู่

และใน qi,j จะมีภาระงานที่อยู่ในคิวต่างๆ ซึ่งกำ�หนดไว้เป็น 

p แสดงส่วนประกอบดังสมการที่ 3

	 จากสมการท่ี 3 โมเดลคิวของเครือ่งจกัร จะเหน็วา่ qi,j  จะ

ประกอบด้วยเซตของ P และ id ดังตัวสมการที่ 4
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	 3.3 ตัวอย่างการคำ�นวณเบื้องต้น

	 จากหัวขอ้ 3.2 โมเดลปญัหาและพฒันาอลักอรทิมึขา้งตน้

ได้ทำ�การออกแบบโมเดลต่างๆ เพื่อที่จะนำ�มาแก้ไขปัญหา

ท่ีกล่าวในส่วนของบทนำ�  เพื่อให้เห็นภาพการออกแบบ

โมเดลปัญหาที่ชัดเจนผู้วิจัยได้ทำ�การแสดงการคำ�นวณหา

ค่า CS*argmin เบื้องต้นไว ้ในส่วนนี้

การทำ�งานร่วมกับงานชนิดต่างๆ โดยใช้เวลาเฉลี่ยนาน

เท่าใด ซึ่งผู้วิจัยได้กำ�หนดขึ้นมาเพื่อเป็นตัวอย่างใน 

การคำ�นวณเบื้องต้นซึ่งในความเป็นจริงแล้วค่าเหล่านี้จะได้

จากการคำ�นวณค่าความสึกหรอของเครื่องจักรนั้นๆ

	 จากตารางท่ี 5 และ ตารางท่ี 6 จะแสดงในเร่ืองของการจำ�ลอง

ภาระงานทีอ่ยูใ่นคิวของเครือ่งจกัรทีป่ระจำ�อยูใ่นแตล่ะแผนก

ซึ่งในแต่ละคิวของเครื่องจักรนั้นจะมีงานต่างๆ ที่ถูกส่งมา

จากตัวกระจายภาระงานและภาระงานนั้นมีเวลาที่ทำ�งาน

ร่วมกับเครื่องจักรด้ังนั้นเมื่อมีงานท่ีถูกส่งเข้ามาใหม่ตัว

กระจายจะทำ�หน้าท่ีหาค่าผลรวมเวลาของภาระงานที่อยู่ใน

ควิตา่งๆ และเมือ่ได้ค่าผลรวมเสรจ็เรยีบรอ้ยแลว้ตวักระจาย

จะส่งงานใหม่เข้าไปยังคิวของเครื่องจักรที่ใช้เวลาใน 

การทำ�งานน้อยท่ีสุด ดังแสดงในสมการท่ี 3 ตัวอย่างการหาค่า

โครงสร้างของคิวที่ใช้เวลาในการประมวลน้อยที่สุด

ตารางที่ 2 กำ�หนดค่าตัวแปรเบื้องต้น

ตัวแปร กำ�หนดค่า คำ�อธิบาย

|T| 4 กำ�หนดให้ชนิดของงานมี 4 ชนิด

D 2 กำ�หนดให้ตัวกระจายมี 2 เครื่อง

M 2 กำ�หนดให้แผนกมี 2 แผนก

N กำ�หนดให้เครื่องจักรที่อยู่ใน 

แต่ละแผนกมี 4 เครื่อง
4

ตารางที ่3 ความสามารถของเครือ่งจกัรทีส่ามารถทำ�งานได้ 

                 กับภาระงานแผนกที่ 1
t1,…,4 q0,0 q0,1 q0,2 q0,3

t1 10 15 5 10

t2 5 20 10 10

t3 15 1 15 5

t4 1 5 30 10

ตารางที ่4 ความสามารถของเครือ่งจกัรทีส่ามารถทำ�งานได้ 

                 กับภาระงานแผนกที่ 2
t1,…,4 q1,0 q1,1 q1,2 q1,3

t1 6 10 5 15

t2 12 20 15 10

t3 15 10 20 30

t4 20 5 5 5

ตารางท่ี 5 จำ�ลองภาระงานท่ีอยู่ในคิวของเคร่ืองจักร (ภาระงาน 

                  ใน qi,j ในแผนกที่ 1)

q0,0 q0,1 q0,2 q0,3

t(1), t(2),  

t(1), t(4),  

t(1), t(1),  

t(3), t(2)

t(3), t(1),  

t(2), t(3),  

t(2), t(1)

t(1), t(2),  

t(3), t(1),  

t(1)

t(4), t(4),  

t(4), t(4),  

t(4), t(1),  

t(3)

ตารางท่ี 6 จำ�ลองภาระงานท่ีอยู่ในคิวของเคร่ืองจักร (ภาระงาน 

                  ใน qi,j ในแผนกที่ 2)

q0,0 q0,1 q0,2 q0,3

t(1), t(2),  

t (1), t(1),  

t(4)

t(3), t(1),  

t(1), t(1),  

t(2), t(4),  

t(1), t(2),  

t(1), t(4)

t(1), t(1),  

t(1), t(4),  

t(1), t(4),  

t(1), t(4),  

t(1), t(4),  

t(4)

t(1), t(4),  

t(1), t(3),  

t(3), t(2)

	 จากตารางท่ี 2 ตารางท่ี 3 และตารางที ่4 เปน็การกำ�หนด

ค่าเบื้องต้นให้กับระบบ ตารางที่ 2 นั้นกำ�หนดค่าขึ้นมาโดย

ให้ชนิดของงานมี 4 ชนิด ตัวกระจายภาระงานมี 2 เครื่อง

ส่วนนี้จะสัมพันธ์กับจำ�นวนแผนก จำ�นวนแผนกมี 2 แผนก 

และจำ�นวนเคร่ืองจักรท่ีประจำ�อยู่ในแต่ละแผนก มีอยู่แผนกละ 

4 เครื่อง และใน ตารางท่ี 3 และตารางที่ 4 คือ ∫ (M,T)  

ซึ่งมีหน้าที่บอกคุณสมบัติของเครื่องจักรว่ามีความเร็วใน 

(8)

( ) ∑
∈

=
jiikt

k
qp

itji pq
,,

,,τ
d

dCS*m0 = argmin τ(qi,j) =              =

q0,0 = 66
q0,1 = 57
q0,2 = 90
q0,3 = 65
{

( ) ∑
∈

=
jiikt

k
qp

itji pq
,,

,,τ
d

dCS*m1 = argmin τ(qi,j) =              =

q0,0 = 66
q0,1 = 57
q0,2 = 90
q0,3 = 65
{
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	 จากสมการ 8 แสดงการคำ�นวณเวลารวมในการทำ�งาน

ในคิวเครื่องจักรต่างๆ ในแผนก m0 และ m1 ซึ่งจาก 

การคำ�นวณน้ันจะเอาค่ากลุ่มท่ีใช้เวลาในการทำ�งานน้อยท่ีสุด 

จากการคำ�นวณข้างต้นนั้น m0 = q0,1 = 57 และ m1 = q1,2 = 45  

ในแผนกที่ 1 นั้นคิวของเครื่องจักรที่ใช้เวลาน้อยที่สุดคือ q0,1 

มีค่าเท่ากับ 57 และในแผนกที่ 2 คิวของเครื่องจักรที่ใช้เวลา

นอ้ยท่ีสดุคือ q1,2 มคีา่เทา่กบั 45 ดังนัน้ภาระงานท่ีเขา้มาใหม่

จะถูกส่งเข้าไปยังกลุ่มคิวที่มีผลรวมเวลาในการทำ�งานน้อย

ที่สุด

	 3.4 ออกแบบการทดสอบและวัดประสิทธิภาพ

	 อัลกอริทึมพัฒนาด้วยภาษาจาวา (Java) ฮาร์ดแวร์ Intel 

Core (R) i5 CPU 3.20 GHz 8 GB of RAM ใช้ในการพัฒนา

ซอฟต์แวร์และทดสอบระบบ ซอฟต์แวร์ Microsoft Windows 

8 x64 OS, NetBeans IDE 7.1.2, Java JDK Version 7 Update 

21 และ MySQL Server Version 5.0.51b สว่นของการกำ�หนด

ฟังก์ชันตั้งค่าเวลาของตัวกระจายงานกำ�หนดค่าเป็น  

(avgtime6000millisec ± range1000millisec) ครั้งละ 20  

ภาระงาน ฟังก์ชันเวลาการทำ�งานของเครื่องจักรกำ�หนด 

(avgtime6000millisec± range5000millisec) ฟงัก์ชนัเวลาของ

ภาระงานที่มีผลโดยตรงกับเวลาทำ�งานของเครื่องจักร  

(avgtime2000millisec± range1000millisec) และการทดสอบ

ได้ทำ�การกำ�หนดค่าของการตั้งค่าในการทดลองผู้วิจัยได้

จำ�ลองข้อมูลของแผนก (m) จำ�นวน 5 แผนกตัวอย่างเช่น 

งานชนิดที่ 1 งานทั้งหมด 20 งาน ผ่านการทำ�งานใน

เคร่ืองจักรเท่ากับ 20 x 5 = 100 งาน การทำ�งานของภาระงาน: 

ต่อชิ้นผ่านเครื่องจักรในแต่ละแผนกใช้เวลาโดยเฉลี่ย 4.04 

และ 6.671 วินาที (ตัวอย่างชนิดงานท่ี 1 ในตารางที่ 8) 

เครื่องจักร (n) ที่อยู่ในแต่ละแผนกจำ�นวน 7 เครื่อง จำ�นวน

ชนิดงาน 15 ชนิด สามารถดูได้จากตารางที่ 7 ออกแบบ 

การทดสอบ และภาพที่ 6 ตัวอย่างตัวแบบจำ�ลองการตั้งค่า 

โดยมกีารใหก้ำ�เนดิภาระงานขึน้มาจากนัน้นำ�ไปเปรยีบเทยีบ

หาค่าความเร็วของอัลกอริทึมที่พัฒนาขึ้นเปรียบเทียบกับ 

อัลกอริทึม Order-Based Genetic Algorithm (OBGA) [14]  

ในสภาพแวดล้อมเดียวกันซึ่งภาระงานกว่า 1193 จำ�นวน

ของกระบวนการกว่า 5965 กระบวนการ

	 การทดสอบแบง่ออกเปน็ 2 สว่น คอื หาค่าความเรว็เฉลีย่

ของอัลกอริทึมที่พัฒนาขึ้นเปรียบเทียบกับอัลกอริทึม  

Order-Based Genetic Algorithm (OBGA) [14] ของเวลาที่ใช้

ในการประมวลผลกับภาระงานชนดิตา่งๆ โดยคิดเปน็รอ้ยละ

(ความเร็ว) ในสภาพแวดล้อมเดียวกัน หาค่าความเร็วเฉลี่ย

ของภาระงานแต่ละชนิดที่จัดสรรเข้าในแต่ละแผนก 

ตารางที่ 7 ผลการคำ�นวณสนับสนุนสูงสุด 5 อันดับ

ตัวแปร กำ�หนดค่า คำ�อธิบาย

|T| 15 กำ�หนดให้ชนิดของงาน

D 5 กำ�หนดให้ตัวกระจายมี 5 เครื่อง

M 5 กำ�หนดให้แผนกมี 5 แผนก

N กำ�หนดให้เครื่องจักรที่อยู่ใน 

แต่ละแผนกมี 7 เครื่อง

7

ภาพท่ี 6 ตัวอย่างตัวแบบจำ�ลองการต้ังค่า
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4.  ผลการวิจัยและการอภิปราย

	 ในส่วนน้ีผู้วิจัยจะกล่าวถึงผลการการวิจัยและการอภิปราย 

โดยมีรายละเอียดดังนี้

	 4.1 เกณฑ์การวัดประสิทธิภาพ

	 จากการศึกษาทฤษฎีและงานวิจัยที่เก่ียวข้องในเรื่อง

โครงสร้างการรวมกลุ่มที่ดีที่สุดที่เขียนในส่วนที่ 2 นั้นผู้วิจัย

มีแนวคิดท่ีจะนำ�เอาหลักโครงสร้างการรวมกลุ่มที่ดีท่ีสุดมา

พัฒนาอัลกอริทึมในการจัดสรรภาระงานในกระบวนการ

ต่างๆ ที่เกิดขึ้นเพื่อแก้ไขการกระจายภาระงานให้เหมาะสม

ทีส่ดุในการทีจ่ะนำ�เอาภาระงานเขา้ไปทำ�งานในกระบวนการ

เพื่อ ท่ีจะทำ�ให้ใช้ เวลาได้อย่างคุ้มค่าที่สุด ทำ�ให้ เกิด 

การจัดสรรภาระงานให้มีประสิทธิภาพและประสิทธิผลมาก

ที่สุด และจากการศึกษาอัลกอริทึมที่ใช้ในด้านการจัดสรร

ภาระงานนั้นพบว่ายังมีผู้ท่ีพัฒนาอัลกอริทึมชนิดด้านนี้มี

ปริมาณน้อย ดังนั้นผู้วิจัยได้ทำ�การยกเอาอัลกอริทึมด้าน 

การจัดสรรภาระงานมาหนึ่งอัลกอริทึมนั่นคือ Order-Based 

Genetic Algorithm (OBGA) [14] ซึ่งผู้วิจัยจะทำ�การวัด

ประสทิธภิาพในด้านความเรว็เพือ่เปรยีบเทียบกับอลักอรทิมึ

ของผู้วิจัย Task Allocation Coalition Structure (TACS) ที่ได้

พัฒนาขึ้นโดยมีหลักเกณฑ์การวัดประสิทธิภาพดังต่อไปนี้

	 1) สภาพแวดล้อมในการทดลอง

	 2) ข้อมูลที่ใช้ในการจำ�ลองภาระงานเข้าสู่กระบวนการ

	 4.2 ค่าความเร็วเฉลี่ยของภาระงานแต่ละชนิดที่

จดัสรรเขา้ในแตล่ะแผนก OBGA เปรยีบเทยีบกบั TACS

	 จากตารางที่ 8 ผลการทดสอบของ TACS และ OBGA 

พบว่าค่าเฉลี่ยของภาระงานทั้ง 15 ชนิด TACS ใช้เวลาใน

การทำ�งานในแผนกต่างๆ ได้ดีกว่า OBGA โดยหาค่าเฉลี่ย

รวมจากค่าของภาระงานทุกชนิด อัลกอริทึมท่ีพัฒนาขึ้น

ทำ�งานได้ดีกว่าเฉลี่ย 1.476706667 วินาที

	 4.3 ค่าเฉลี่ยความเร็วของเครื่องจักรในแตล่ะแผนก

	 เมื่อทำ�การรันทดสอบอัลกอริทึม TACS แล้วเครื่องจักรที่

ถกูจำ�ลองขึน้จะทำ�งานผสานหนา้ทีก่บัเวลาทีก่ำ�หนดไวก่้อน

หน้านี้ ซึ่งสามารถดูผลการการทดสอบได้ในตารางที่ 9

	 จากตารางที่ 9 อธิบายถึงเครื่องจักรที่ประจำ�อยู่ในแต่ละ

แผนกซึ่งบอกถึงค่าเฉลี่ยของภาระงานแต่ละชนิดที่ทำ�งาน

กับเครือ่งจักร เชน่ แผนกที ่1 (Step1) เครือ่งจกัร 0 มค่ีาเฉลีย่

ทำ�งานกับภาระงาน 3.76 วินาทีต่อช้ินงาน และบอกถึง 

ค่าเฉลี่ยโดยรวมของแผนกเช่น แผนกที่ 1 (Step1) มีผลรวม

เฉลี่ย 3.55 วินาทีต่อชิ้นงาน ซึ่งการหาสภาพแวดล้อมที่ 

เอื้ออำ�นวยต่อการกระจายภาระงานมากที่สุดสามารถดูได้

จาก ตางรางที่ 10 ผลรวมเวลาเฉลี่ยของเครื่องจักรแต่ละ

เครื่องในแต่ละแผนก

	 ตารางที่ 10 อธิบายถึงเวลาเฉลี่ยของเครื่องจักรที่ทำ�งาน

อยูใ่นแตล่ะแผนก ซึง่ภาระงานแตล่ะชิน้จะไหลผา่นเครือ่งจกัร

เหล่านี้และใช้เวลาเฉลี่ยต่อชิ้น เช่น แผนกที่ 1 เครื่องจักรที่ 

0 เครื่องจักรตัวนี้ใช้เวลาในการประมวลผลต่อชิ้นเวลาเฉลี่ย 

3.76 วินาที

	 จากผลการทดสอบในตารางที่ 10 พบว่าเครื่อง M2 มีผล

รวมของเวลาเฉลีย่อยูท่ี่ 21.4 วนิาท ีและเครือ่ง M5 มผีลรวม

ของเวลาเฉลี่ยอยู่ที่ 18.74 วินาที พิจารณาระหว่าง M2 และ 

M5 พบวา่ M5 ใชเ้วลานอ้ยทีส่ดุในการประมวลผลภาระงาน 

ดังนัน้ M5 เปน็เครือ่งจกัรทีม่สีภาพแวดลอ้มทีเ่อ้ืออำ�นวยตอ่

การกระจายภาระงานมากที่สุด และ M2 เป็นเครื่องจักรที่มี

สภาพแวดลอ้มเอือ้อำ�นวยตอ่การกระจายภาระงานนอ้ยท่ีสุด 

ทั้งนี้ ในตางรางที่ 10 เป็นการหาโซลูชั่นที่ดีท่ีสุดไปจนถึง

โซลชูัน่ท่ีแยท่ี่สดุของสภาพแวดลอ้มในการกระจายภาระงาน

เข้าสู่เครื่องจักรต่างๆ

ตารางที่ 8 ผลการทดสอบการจัดสรรภาระงานเข้าสู่แผนก 

                   ต่างๆ คิดเป็นค่าความเร็วเฉลี่ย
Type Task Sum Task OBGA(sec) TACS(sec)

1 20 100 6.671 4.04
2 25 125 6.58 4.048
3 15 75 5.212 3.9733
4 35 175 4.91 3.88
5 61 305 5.124 3.918
6 55 275 5.3156 3.9273
7 150 750 5.152 3.8973
8 200 1000 4.941 3.979
9 31 155 5.5321 4.2065

10 99 495 5.388 3.8586
11 56 280 5.313 3.8571
12 99 495 5.173 3.8828
13 99 480 5.04 3.8729
14 50 250 5.424 3.868
15 201 1005 5.521 3.9373

AVG 5.41978 3.943073333
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5.  สรุปผล

	 จากการที่ผู้วิจัยได้ทำ�การศึกษาและพัฒนาอัลกอริทึม 

TACS โดยยึดเอาหลัก OCS มาใช้ในการแก้ไขปัญหาการ

จัดสรรภาระงานเข้าสู่กระบวนการทำ�งานโดยเปรียบเทียบ

กับ OBGA ผลการทดลองในแงข่องเวลาพบวา่ TACS ทำ�งาน

ได้ดีกว่า OBGA และยังได้มีการหาโซลูชั่นท่ีดีที่สุดจนถึง

โซลูชั่นแย่ที่สุดที่เกิดขึ้นในการกระจายภาระงาน เพื่อท่ีจะ

ทำ�ให้ใช้เวลาได้อย่างคุ้มค่าที่สุด ทำ�ให้เกิดการจัดสรรภาระ

งานได้อย่างมีประสิทธิภาพและประสิทธิผลต่อการดำ�เนิน

กระบวนการ
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