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การทำ�เหมืองข้อมูลกฎความสัมพันธ์ด้วยวิธีค่าถ่วงน้ำ�หนักสูงสุด
จากกราฟบริบูรณ์แบบสมมาตร

Associations Rule Mining By Using Top Weight of 
Complete Symmetric Digraphs

บทคัดย่อ

	 การทำ�เหมอืงขอ้มลูกฎความสมัพนัธจ์ากรายการซือ้ขาย

เพื่อใช้ในการทำ�รายการส่งเสริมการขายแนะนำ�รายการ

สนิคา้ทีม่กัจะซือ้ด้วยกันบอ่ย แตก่ารหากฎความสมัพนัธต์อ้ง

อาศัยการกำ�หนดค่าสนับสนุนขั้นต่ำ�ที่เหมาะสม เพราะถ้า

กำ�หนดค่านอ้ยไป จำ�นวนกฎทีไ่ด้ก็จะมากและถา้กำ�หนดคา่

มากไปจำ�นวนกฎที่ได้ก็จะน้อย ทำ�ให้ผู้ใช้ยากจะหาค่าท่ี

เหมาะสมได้ในแต่ละชุดข้อมูล จากปัญหาดังกล่าวผู้วิจัย 

นำ�เสนอวิธีการใหม่ในการเก็บความถี่การซื้อขายในรูปแบบ

กราฟบริบูรณ์สมมาตรแบบมีทิศทางเพื่อนำ�ค่าถ่วงน้ำ�หนัก

สูงสุดไปคำ�นวณหากฎความสัมพันธ์ จากค่าสนับสนุนสูงสุด

ได้และใช้ได้กับทุกชุดข้อมูล 

คำ�สำ�คัญ: กฎความสัมพันธ์ กราฟบริบูรณ์ เมทริกซ์ประชิด 

เหมืองข้อมูล

Abstract

	 Association rules mining from transaction data can be 

used to recommend the items that are often purchased  

together frequently. However, it is difficult to set minimum 

support threshold. If the minimum support threshold is set 

too high, then there may be only a small or even no result.  

If the threshold is set too low, it may generate many  

uninteresting associations. In addition, each supporting a 

different set of data, enabling users to find the optimal difficult. 

This paper presents a new approach to the collection  

frequency by using top weight of complete symmetric digraphs. 
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Using the top weight, the association rule with the maximum 

support can be calculated and it works with any dataset.

Keywords: Association Rule Mining, Complete Symmetric 

Digraphs, Adjacency Matrix, Data Mining.

1.  บทนำ�

	 การทำ�เหมอืงขอ้มลูค้นหากฎความสมัพนัธ ์(Association 

rule mining) จากรายการซื้อขายสินค้า (Marker Basket 

Transaction) โดยกฎความสัมพันธ์สามารถสร้างขึ้นจากเซต

รายการความถี่ (Frequent Itemsets) นำ�มาเปรียบเทียบกับ

ค่าสนับสนุนขั้นต่ำ� (Minimum Support) และค่าความเชื่อมั่น

ขั้นต่ำ�  (Minimum Confidence) จากในชุดข้อมูลขนาดใหญ่ 

แต่การค้นหากฎความสัมพันธ์จากข้อมูลท่ีมีรายการสินค้า

มากจะต้องใช้เวลาในการคำ�นวณมากและปัญหาที่สำ�คัญใน

การค้นหากฎความสัมพันธ์จากข้อมูลรายการซื้อขายสินค้า

คือ ค่าท่ีเหมาะสมของค่าสนับสนุนขั้นต่ำ�  เพราะถ้ากำ�หนด

ค่าน้อยไป จำ�นวนกฎที่ได้ก็จะมากและถ้ากำ�หนดค่ามากไป

จำ�นวนกฎท่ีได้ก็จะน้อย หรือไม่สามารถหากฎความสัมพันธ์ได้

	 ขั้นตอนวิธีการค้นหากฎความสัมพันธ์ต้องอาศัย 

การกำ�หนดค่าสนับสนุนขั้นต่ำ�ท่ีเหมาะสมเพื่อลดเวลาใน 

การประมวลผลและตัดรายการที่มีความถี่น้อยๆ ออกไป

ทำ�ให้ไม่สามารถหากฎความสัมพันธ์ในรายการสินค้าท่ีมี

ความถีน่อ้ยแตม่มีลูค่าสงูซึง่เปน็ทีต่อ้งการของฝา่ยการตลาด

ในการจดัทำ�รายการสง่เสรมิการขาย ผูว้จิยัจงึคิดค้นขัน้ตอน

วธิใีหมเ่พือ่ใหเ้หมาะกับการใชง้านในพาณชิยอ์เิลก็ทรอนกิส์

โดยใช้พื้นฐานจากทฤษฎีกราฟและกราฟบริบูรณ์สมมาตร
*คณะเทคโนโลยีสารสนเทศ มหาวิทยาลัยเทคโนโลยีพระจอมเกล้าพระนครเหนือ
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แบบมีทิศทาง เพื่อให้ลดการใช้หน่วยความจำ�และทำ�งานได้

รวดเร็ว ข้อดีของการนำ�ทฤษฎีกราฟมาใช้ทำ�ให้การจัดเก็บ

ความถีข่องแตล่ะรายการสินค้าเปน็อิสระตอ่กันทำ�ใหส้ามารถ

ค้นหากฎความสัมพันธ์ในทุกรายการสินค้าได้

2.  ทฤษฎีและงานวิจัยที่เกี่ยวข้อง

	 2.1 กฎความสัมพันธ์

	 การค้นหากฎความสัมพันธ์ มีขั้นตอนหลักๆ 2 ขั้นตอน

คือ ข้ันแรก การนับรายการความถ่ี (Frequent Items Generation) 

ที่เกิดขึ้นบ่อยท้ังหมดก่อนโดยเซตรายการต้องมีค่าความถี่

มากกวา่หรอืเทา่กับค่าสนบัสนนุขัน้ต่ำ�ตามทีก่ำ�หนด ขัน้ตอน

ท่ีสองคือ ค้นหากฎความสัมพนัธข์องกลุม่ขอ้มลูทีป่รากฏรว่ม

กันบอ่ย (Rule Generation) ทีม่ค่ีาความเชือ่มัน่ของกฎไมน่อ้ย

กว่าค่าท่ีกำ�หนด และนำ�มาสร้างเป็นกฎความสัมพันธ์ ข้ันตอน

การทำ�งานของการหากฎความสัมพันธ์ดังแสดงในภาพที่ 1

	 2.2 นิยามเบื้องต้นของกฎความสัมพันธ์

	 คำ�นิยามที่ใช้เรียกเพื่อใช้แทนสิ่งต่างๆ ในการค้นหากฎ

ความสัมพันธ์ โดยกำ�หนดให้ I = {i1, i2, …, in} เป็นเซตของ

ชิ้นข้อมูลหรือรายการสินค้า (items) ที่ประกอบด้วยรายการ

สินค้าจำ�นวน n ชิ้นรายการสินค้า และให้ T = {t1, t2, …, tm} 

คือ เซตข้อมูลรายการซื้อขายสินค้า (Transaction) ในฐาน

ข้อมูล T ที่ประกอบด้วยรายการข้อมูลมีสมาชิกจำ�นวน m 

รายการข้อมูล โดยท่ีแต่ละรายการ ti จะประกอบไปด้วย

รายการย่อยของรายการสินค้าจากกลุ่มข้อมูล I

	 ค่าสนับสนุนขั้นต่ำ�  หรือเขียนแทนด้วย minsup [1]  

การหาค่าสนับสนุน (Support) จากสมการ (1) คำ�นวณจาก

ข้อมูลท่ีปรากฏร่วมกันของ X และ Y ต่อสัดส่วนจำ�นวน

รายการทั้งหมด (N)

	 ค่าความเชือ่มัน่ขัน้ต่ำ�ของกฎหรอืเขยีนแทนด้วย minconf 

[1] สามารถคำ�นวณค่า Confidence จากสมการ (2) รายการ 

X และ Y ปรากฏร่วมกัน ต่อสัดส่วนรายการ X

ภาพที่ 1 ขั้นตอนการทำ�งานของการหากฎความสัมพันธ์

	 จำ�นวนกฎที่เป็นไปได้จะคำ�นวณได้จากสมการที่ (3)

	 เมือ่ค่า d คอืจำ�นวนรายการ สมมตุวิา่ม ี4 รายการ จำ�นวน

กฎที่เป็นไปได้จะเท่ากับ 50 กฎ แต่ถ้ามี 6 รายการ จะได้ 

602 กฎ :ซึ่งเป็นการเพิ่มขึ้นในลักษณะเอ็กซ์โพเน็นเชียล 

(Exponential) ยิง่มรีายการสนิคา้มาก จำ�นวนกฎจะมากตาม

ไปด้วย

	 2.3 การใช้ทฤษฎีเซตในการหากฎความสัมพันธ์

	 ขั้นตอนวิธี Apriori (Apriori Algorithm) [1] เป็นขั้นตอน

วิธีที่ ได้รับการยอมรับและเป็นที่รู้จักในการค้นหากฎ 

ความสัมพนัธ ์โดยเซตท่ีมคีวามถีม่ากกวา่คา่สนบัสนนุขัน้ต่ำ�

เซตย่อยจะมีความถี่ที่มากด้วย และสามารถตัดเซตรายการ

ที่มีความถี่ต่ำ�ออก   ขั้นตอนวิธีในการค้นหาเซตรายการท่ี

ปรากฏรว่มกันบอ่ยและนำ�มาสรา้งกฎความสมัพนัธ ์ขอ้ดีของ

ขั้นตอนวิธี Apriori คือสามารถทำ�งานได้ดีหากกำ�หนดค่า

สนับสนุนขั้นต่ำ�มีค่ามากๆ มีขนาดของฐานข้อมูลขนาดเล็ก 

และมีจำ�นวนของเซตรายการน้อย ส่วนข้อเสีย คือต้องอ่าน

ข้อมูลจากฐานข้อมูลหลายครั้ง จึงมีผู้คิดขั้นตอนวิธีใหม่โดย

การนับข้อมูลในโครงสร้าง FP-Tree โดยใช้ชื่อขั้นตอนวิธี  

FP-Growth [2] ทีใ่ชก้ารอา่นขอ้มลูจากฐานขอ้มลูเพยีง 2 ครัง้ 

ทำ�ให้ทำ�งานได้เร็วขึ้น

	 2.4 การใช้ทฤษฎีกราฟในการหากฎความสัมพันธ์

	 การคน้หากฎความสัมพนัธด้์วยวธิกีราฟ จะจำ�ลองวธิกีาร

เก็บความถี่ในรูปของโหนด (Node) และเส้นเชื่อม (Edge) 

และค้นหาของข้อมูลที่ปรากฏร่วมกันบ่อยในรูปแบบของ

กราฟย่อย ซึ่งมีปริมาณข้อมูลมาก ขั้นตอนวิธี FP-Growth 

Graph [3] จึงใช้วิธีของ FP-Growth ในการค้นหากฎ 

ความสัมพันธ์

	 การใช้เมทริกซ์ประชิด (Adjacency Matrix) [4] เป็นการ

จำ�ลองขอ้มลูกราฟในรปูของขอ้มลูในเมรกิซแ์ละใชค้ณุสมบตัิ

การบวกกันของเมทริกซ์เพื่อค้นหาความถี่ของข้อมูลท่ี

ปรากฏร่วมกันบ่อย ขั้นตอนวิธี TDB [5] จะใช้วิถี (Path) ใน

การค้นหา นอกจากนีย้งัมกีารใชอ้ารเ์รย ์(Array) [6] และการ

ใชก้ราฟบรบิรูณ ์(Completed Graph) โดยขัน้ตอนวธิ ีGARM 

[9] จะแปลงแต่ละรายการซื้อขายเป็นกราฟบริบูรณ์ ทำ�ให้

สามารถเพิ่มเติมรายการข้อมูล (Dynamic Update) ในภาย

หลังได้ และการใช้รูปแบบเสมือนกราฟบริบูรณ์ [10] โดยใช้
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เมทริกซ์ในการเก็บข้อมูล

	 2.5 ปัญหาการกำ�หนดค่าที่เหมาะสม สำ�หรับค่า

สนับสนุนขั้นต่ำ�และค่าความเชื่อมั่นของกฎ

	 ปญัหาสำ�คัญของการหากฎความสมัพนัธคื์อการกำ�หนด

ค่าที่เหมาะสมเพื่อค้นหากฎความสัมพันธ์ ซึ่งมีค่าระหว่าง 0 

กับ 1 ตัวอย่างค่าเริ่มในโปรแกรมด้านเหมืองข้อมูล เช่น 

WEKA กำ�หนดค่าเริ่มต้นของขั้นตอนวิธี Apriori ด้วยค่า 

minsup = 0.1 และ minconf = 0.9 ซึ่งไม่สามารถนำ�ไปใช้ได้

กับทุกชุดข้อมูล ต้องเลือกค่าหลายครั้งกว่าจะใช้ค้นหากฎ

ความสมัพนัธไ์ด้ และได้มจีะมผีูว้จิยัได้ใชค้า่ถว่งน้ำ�หนกัเชน่ 

WARM [8] และ ขัน้ตอนวธิ ีTop-k [9] เพือ่แก้ปญัหาดังกลา่ว

3.  วิธีดำ�เนินงานวิจัย

	 จากปัญหาการหาค่าสนับสนุนขั้นต่ำ�  ผู้วิจัยจึงเลือกใช้

ทฤษฏกีราฟเพราะมคีวามยดืหยุน่และแสดงถงึการเชือ่มโยง

ของข้อมูลได้ดี ขั้นแรกจะทำ�การแปลงรายการซื้อขายใน 

รปูแบบของกราฟบรบิรูณแ์บบสมมาตร แทนสินค้าด้วยโหนด

และความสัมพันธ์ระหว่างโหนดด้วยเส้นเชื่อม การเชื่อมต่อ

ลักษณะนี้จะเป็น มีการเชื่อมต่อทั้งสองทิศทาง ซึ่งเหมาะกับ

คณุลกัษณะของสนิค้าทีก่ารซือ้ขายสินค้าไมม่ลีำ�ดับก่อนหลงั 

เนือ่งจากในการซือ้ขายกันจรงิๆ ขอ้มลูลำ�ดับรายการซือ้ขาย

อาจจะมีการสลับกันอยู่ จึงต้องเก็บข้อมูลทั้งสองทิศทาง 

ดังภาพที่ 2

	 ข้อมูลรายการซื้อขายจะแปลงข้อมูลในรูปเมทริกซ์ มีค่า

แทนรายการสินค้าด้วย 1 และไม่มีรายการสินค้าด้วย 0

	 3.1 รายการข้อมูลซื้อขายในตะกร้าสินค้า

	 ตัวอย่างรายการตะกร้าสินค้าในตารางที่ 1 ประกอบด้วย 

ลำ�ดับรายการซือ้ (Transaction ID) และรายการสนิค้า (Items) 

สามารถจัดอยู่ในรูปแบบเมทริกซ์ในตัวแปร TID ที่เก็บค่า

แต่ละรายการซื้อขายสินค้าในรูปแบบ 0 กับ 1

ภาพที่ 2 กราฟบริบูรณ์แบบสมมาตร
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ตารางที่ 1 ข้อมูลรายการซื้อขายสินค้า
TID Items Bought

01 {Apple, Bread, Cake}

02 {Apple, Bread, Cake, Diaper}

03 {Apple, Cake}

04 {Cake, Diaper}

05 {Bread, Cake, Diaper} 

06 {Bread, Cake } 

07 {Bread, Diaper} 

08 {Bread, Cake, Diaper} 

	 3.2 การนับความถี่ของรายการซื้อขายสินค้า

	 ขัน้ตอนวธิใีนการหากฎความสมัพนัธจ์ากรายการตะกรา้

สนิค้า จะทำ�การนบัความถีโ่ดยในแตล่ะลำ�ดับรายการซือ้ขาย 

โดยจำ�ลองข้อมูลรายการเป็นเมทริกซ์ประชิด (adjacency matrix) 

และทำ�การเก็บข้อมูลในเซลล์อาร์เรย์ (Cell Array, { }) โดย

ขั้นตอนวิธีการทำ�งานรวม ดังแสดงในภาพที่ 3

Algorithm1 FEG Frequency-Edge-Graph Construction
load data to transaction[]
[M, N ] = Transaction[]
for i=1 to M
     for j= 1 to N   /*count items in each TID */
	     if transaction(i, j)==1
	             Items[]= j
	     end
	     for k = 1 to size(Items)
                               FEG{}= [Items{M, N}, i] 
	     end
       end	
end

ภาพที่ 3 ขั้นตอนวิธีการนับความถี่

ภาพที่ 4 การจำ�ลองข้อมูลรายการซื้อขายที่ 01 และ 02
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	 เริ่มแรกจะอ่านและเก็บข้อมูลรายการซื้อขายและเก็บใน

ตัวแปร transaction[] จากนั้นเริ่มวนรอบในแต่ละรายการ 

เลือกเฉพาะรายการสินค้าที่มีค่าเป็น 1 นำ�มาสร้าง เมทริกซ์

ประชิดในรูปของกราฟบริบูรณ์แบบสมมาตรเพื่อนับความถี่

ของแต่ละรายการสินค้าที่มีการซื้อขายด้วยกันในตัวแปร 

FEG{}

	 จากภาพที่ 4 เริ่มอ่านข้อมูลรายการซื้อขายที่ 01 มี

รายการสินค้า items = {A, B, C} นำ�มาสร้างเมทริกซ์ประชิด

แบบสมมาตรและเก็บค่าลำ�ดับรายการซื้อขาย (TID = 01) 

ลงตัวแปร FEG {} ต่อด้วยรายการซื้อขายที่ 02 (TID = 02) 

มรีายการสนิค้า items = {A, B, C, D} นำ�มาสรา้งเปน็เมทรกิซ์

ประชิดแบบสมมาตร มาเก็บค่าลำ�ดับรายการซื้อขาย 

ในเซลล์อาร์เรย์เดิม จำ�ลองการทำ�งานเหมือน มัลติกราฟ  

(Multigraph)

	 จากนั้นก็วนรอบเก็บข้อมูลลำ�ดับรายการซื้อขายจนครบ

ทุกรายการดังภาพที่ 5 จะได้ข้อมูลความถี่ในตัวแปร FEG{} 

ซ่ึงจำ�ลองการเก็บข้อมูลลำ�ดับรายการซ้ือขาย (TID) ในเส้นเช่ือม

แบบมัลติกราฟ ข้อมูลที่เก็บในตัวแปรอาร์เรย์ดังตารางที่ 2

	 ข้อมูลท่ีจัดเก็บในตัวแปรเซลล์อาร์เรย์ FEG{} ดังกล่าว

แสดงในตารางท่ี 2 เป็นเซลล์อาร์เรย์เก็บลำ�ดับรายการซ้ือขาย

ในเมทรกิซป์ระชดิ โดยการนบัผลรวมแตล่ะรายการสนิค้าคือ

ผลรวมการยูเนียน (Union) ในแต่ละคอลัมน์ ส่วนค่าถ่วงน้ำ�

หนกัสงูสดุ (Top_W) คอืการหาคา่ผลรวมแตล่ะคูร่ายการท่ีมี

ค่าสูงสุดในแต่ละแถว เช่น แถวแรก {A,C} จะมีค่าสูงสุดคือ 

3 เมือ่หาครบทกุแถวจะนำ�มาเรยีงขอ้มลูใหม ่จะได้คา่ถว่งน้ำ�

หนักจากมากไปหาน้อย จะได้ Top_Weight = [5 5 4 3]

	 3.3 การหาค่าสนับสนุนจากค่าถ่วงน้ำ�หนักสูงสุด  

(Top Weight)

	 ตามคณุสมบตัแิอนตีโ้มโนโทน (Anti-Monotone property) 

เซตที่มีจำ�นวนข้อมูลมากกว่าไม่สามารถมีค่าค่าสนับสนุน

มากกว่าเซตย่อยได้ตามสมการที่ (4)

	 จากคุณสมบัติดังกล่าวได้นำ�ไปทดลองกับชุดข้อมูล  

supermarket เพื่อหาค่าสนับสนุนของชุดมูล 1 รายการและ 2 

รายการ ได้ผลแสดงในภาพที่ 6

	 จากผลการทดลองแสดงให้เห็นว่าเซตย่อยที่สุดคือ  

1 รายการ L1 มีค่ามากท่ีสุด และ L2 รองลงมา โดยกฎ 

ความสัมพันธ์จะเริ่มต้นจากความสัมพันธ์ของ 2 รายการ  

ดังนั้นจึงเลือกค่าถ่วงน้ำ�หนักของ 2 รายการเพื่อนำ�ไป

คำ�นวณค่าถ่วงน้ำ�หนักสูงสุด เพ่ือใช้ในกำ�หนดค่า Top_Weight 

	 3.4 การหากฎความสัมพันธ์

	 ผลจากการนับความถี่ในตารางที่ 2 แสดงความสัมพันธ์

ของแต่ละคู่รายการสินค้าในรูปของเมทริกซ์ในตัวแปรเซลล์

อาร์เรย์ FEG{} โดยเส้นเชื่อมจะเก็บค่ารายการความถี่ของ

คูส่นิค้าท่ีปรากฏรว่มกัน ขัน้ตอนการคน้หากฎความสมัพนัธ ์

ดังแสดงในภาพท่ี 7 เริ่มจากการหาค่าถ่วงน้ำ�หนักสูงสุด  

หาขนาดของตวัแปรเซลลอ์ารเ์รย ์FEG{} จากนัน้กำ�หนดการ

วนรอบข้อมูล โดยหาค่าสูงสุดในแต่ละแถว เมื่อได้ครบ 

ภาพที่ 5 จำ�ลองการเก็บข้อมูล FEG{} เมื่อครบทุกรายการ

ตารางที่ 2 เมทริกซ์รายการข้อมูลความถี่ของสินค้า
A B C D

A ∞ [01,04] [01,03,04] [04]

B [01,04] ∞ [01,04,05,06,08] [04,05,07,08]

C [01,03,04] [01,04,05,06,08] ∞ [02,04,05,08]

D [04] [04,05,07,08] [02,04,05,08] ∞

Top_W

3
5
5

4

Union 3 6 7 5

(4)( ) ( ) ( )YsXsYXYX ≥⇒⊆∀ :,

ภาพที่ 6 ชุดข้อมูล supermarket เรียงตามค่าถ่วงน้ำ�หนัก
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ทุกแถวก็นำ�มาเรียงข้อมูลใหม่ จะได้ค่าถ่วงน้ำ�หนักที่เรียง

จากมากไปหาน้อย ขั้นตอนท่ีได้จะสามารถนำ�ไปคำ�นวณ 

ค่าสนับสนุนตาม สมการที่ (1) 

	 เมื่อได้ค่าสนับสนุนแต่ละรายการสินค้าแล้วนำ�มา 

เรียงข้อมูลและค้นหาลำ�ดับถัดไป นำ�มาเปรียบเทียบกับ 

ค่าถ่วงน้ำ�หนักถ้ามีค่ามากกว่าก็นำ�ไปเปรียบเทียบกับค่า

ความเชือ่มัน่ของกฎถา้มากกวา่ก็จะนบัเปน็กฎความสมัพนัธ์

ได้ ขัน้ตอนวธิหีากฎความสมัพนัธโ์ดยการตดัรายการความถี่

ที่น้อยกว่าค่าถ่วงน้ำ�หนักลำ�ดับที่ 3 คือมีค่าความถี่เท่ากับ 4 

ดังภาพที่ 8 ทำ�ให้ได้รายการที่เหลือเฉพาะค่าสนับสนุนที่สูง

นำ�ไปสร้างกฎความสัมพันธ์โดยวนรอบแต่ละรายการ 

มาคำ�นวณค่าความเชื่อมั่นตามที่กำ�หนด

4.  ผลการดำ�เนินงาน

	 จากการออกแบบขั้นตอนวิธีที่ได้ นำ�มาเขียนโปรแกรม

จำ�ลองการทำ�งานบนโปรแกรม MATLAB R2012a 32BIT 

นำ�มาคำ�นวณหาค่าสนับสนุนตามสมการ (1) จะได้ค่า 

สนับสนุนสุงสุดของ 1 รายการ (max L1) และค่าสนับสนุน 2 

รายการ (max L2) และค่าความเชื่อมั่นตามสมการ (2) จะได้

ค่าความเชื่อมั่นสูงสุด 2 รายการ (max Conf) นำ�ผลที่ได้มา 

สร้างเป็นกราฟได้ดังภาพที่ 9 ถึง 11

Algorithm2 Association rule Generation
[M, N ] = size(FEG)
for i=1 to M
     for j= 1 to N
           /*find Maximal Weight for each item */
               If ( sum(items(m,n)) > max_items
               max_items = items(m,n)
               end
      end
               Top_Weight[] = max_items
               Sort(Top_Weight)
end	
[M, N ] = FEG{}
Top_Weight[] =  d  /* define Top_Weight level */
minconf = d
for (L1 Items >= Top_Weight) 
       for L1 to Ln Items
         sort(intersect(items(L1,L2, 

→Ln) ≥Top_Weitht
         and items(items(L1,L2, 

→Ln) ≥ minconf
         Asso_rule[] = (items(L1,L2, 

→Ln)
       end
end

ภาพที่ 7 ขั้นตอนการกฎความสัมพันธ์

ภาพที่ 8 ผลการตัดรายการความถี่ที่ Top_weight = 4

ภาพที่ 9 ชุดข้อมูล Bakery

ภาพที่ 10 ชุดข้อมูล supermarket

ภาพที่ 11 ชุดข้อมูล Chess
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	 ภาพที่ 9 ชุดข้อมูล Bakery ประกอบด้วย 5,000 รายการ

ซื้อขายสินค้าใน 50 สินค้า ค่าสนับสนุนแต่ละคู่สินค้า (max 

L2) จะมีค่า 0.0512 ส่วนภาพที่ 10 ชุดข้อมูล supermarket 

ประกอบไปด้วย 4,627 รายการซือ้ขายสนิคา้จาก 217 สนิคา้ 

ค่าสนับสนุนแต่ละคู่สินค้า (max L2) จะมีค่า 0.505079 และ

ภาพที่ 11 ชุดข้อมูล Chess ประกอบไปด้วย 3,196 รายการ

ซื้อขายสินค้าจาก 33 สินค้า ค่าสนับสนุนแต่ละคู่สินค้า (max 

L2) จะมค่ีา 0.56383 จากการทดลองกับชดุขอ้มลูตา่งๆ ทำ�ให้

เป็นได้ว่า แต่ละชุดข้อมูลมีค่าสนับสนุนและค่าความเช่ือม่ันใน

ระดับท่ีแตกตา่งกันสามารถนำ�มาเปรยีบเทยีบได้ดังตารางที ่

4 โดยเลือกมาเพียง 5 อันดับแรกเรียงจากค่าสูงสุด

	 จากค่าสนับสนุนที่ได้นำ�ไปหากฎความสัมพันธ์โดย

ทดลองกับชดุขอ้มลู Supermarket เริม่ตน้นำ�สนบัสนนุสงูสดุ

คือ 0.505079 จะได้ 2 กฎ และลำ�ดับสอง 0.502485 ได้ 4 

กฎ จนถึงอันดับที่ 5 คือ 0.460125 จะได้ 12 กฎ จำ�นวนกฎ

ท่ีสัมพนัธกั์บระดับค่าสนบัสนนุจากสงูสดุ แสดงในภาพท่ี 12 

ทำ�ให้สมารถเลือกจำ�นวนกฎที่ต้องการอัตโนมัติโดย 

การกำ�หนดระดับของค่าสนับสนุนจากอันดับสูงสุด

5.  สรุป

	 การจำ�ลองข้อมูลในรูปแบบกราฟบริบูรณ์สามารถค้นหา

ค่าสนับสนุนสูงสุดและค่าความเชื่อมั่นสูงสุดได้ที่ใช้ได้กับ 

ทุกชุดข้อมูล และนำ�ค่าดังกล่าวมาหากฎความสัมพันธ์ 

โดยสามารถเลือกกฎความสัมพันธ์ที่มีค่าสนับสนุนและ 

ค่าความเชื่อมั่นที่จากระดับสูงสุดได้ และจากการทดลอง 

ค่าสนับสนุนแต่ละค่ามีความละเอียดถึงทศนิยม 6 ตำ�แหน่ง 

จึงเป็นการยากที่ผู้ ใช้งานจะคาดคะเนเพื่อเลือกค่าที่ 

เหมาะสมด้วยตนเองได้ เพราะบางชุดข้อมูลเช่น Bakery 

ระดับค่าสนับสนุนห่างกันแค่เพียง 0 ถึง 0.1 ทำ�ให้การหา

คา่ท่ีเหมาะสมด้วยการกำ�หนดค่าเองเปน็ไปได้ยาก การเลอืก

จากค่าสนับสนุนโดยกำ�หนดระดับจากสูงสุด ทำ�ให้จำ�กัด

ปริมาณกฎความสัมพันธ์ และได้กฎความสัมพันธ์ท่ีมี 

ค่าสนับสนุนและความเชื่อมั่นที่สูงได้
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