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การหาค่าที่เหมาะสมที่สุดด้วยขั้นตอนวิธีเคออสมีมีติก 
แบบหลายวัตถุประสงค์

Optimization by Multi-Objective Chaos-Memetic Algorithm 

บทคดัย่อ

	 บทความวิจัยนี้เป็นการนำ�เสนอวิธีการหาค่าที่เหมาะสม

ด้วยข้ันตอนวิธีเคออสมีมีติกอัลกอริธึมแบบหลายวัตถุประสงค์์ 

(Multi-Objective Chaos-Memetic Algorithms: MOCMA) 

เป็นการปรับปรุงมีมีติกอัลกอริธึมด้วยทฤษฎีความอลวน 

(Chaos Theory) ในการปรับปรุงประชากรคำ�ตอบให้ได้คำ�

ตอบที่ดีขึ้น ซึ่งในงานวิจัยนี้ได้นำ�ขั้นตอนวิธีที่นำ�เสนอไป

ทดสอบแก้ปัญหาสมการแบบ 2 วัตถุประสงค์์จากชุดข้อมูล 

DTLZ1-4   แล้วนำ�ผลเฉลยที่ได้จากการทดสอบมาวัด

สมรรถนะของกลุ่มคำ�ตอบที่ดีที่สุด 2 ด้าน คือ ตัววัด

สมรรถนะในด้านการลู่เข้าสู่กลุ่มคำ�ตอบที่แท้จริง และการ 

กระจายของกลุ่มคำ�ตอบที่หาได้ และได้ทำ�การเปรียบเทียบ

สมรรถนะ MOCMA กับ  NSGAII (Non-dominated Sorting 

Genetic AlgorithmII) พบว่า   ตัววัดสมรรถนะของคำ�ตอบ

ดา้นการลูเ่ขา้สูค่ำ�ตอบทีแ่ทจ้รงิของ MOCMA  จะมอีตัราการ

ลู่เข้าสู่คำ�ตอบแท้จริงดีกว่า NSGAII และในด้านการวัด

สมรรถนะของคำ�ตอบด้านการกระจายของกลุ่มคำ�ตอบ 

MOCMA มีการกระจายที่สม่ำ�เสมอมากกว่า NSGAII ซึ่งจะ

เห็น MOCMA มีค่าเข้าใกล้ศูนย์ มากกว่า NSGAII

คำ�สำ�คญั: มีมีติกอัลกอริธึมแบบหลายวัตถุประสงค์์ ทฤษฎี

ความอลวน

Abstract

	 In this research, we discuss the efficacy improvement for 

Multi-Objective Memetic Algorithms: MOMA by using 

Chaos theory. Chaos theory is used to  improve  the population 

ภรัณยา  อำ�มฤครัตน์ (Paranya  Ammaruekarat)* และพยุง มีสัจ (Phayung  Meesad)*

to achieve a better  result. The technique can be referred to 

in abbreviation as MOCMA: Multi-Objective Chaos  

Memetic Algorithms. In this research, such technique is  

applied to solve Multi-Objective equa-tion:2 objective 

DTLZ1-4. The resulted outcomes will then be measured for 

their capabilities to find out the best outcome group in 2  

aspects namely;  the capability to converge to the true outcome 

and the capability to spread the outcome groups found. The 

capabilities of the technique will be compared with those of 

NSGAII(Non-dominated Sorting Genetic Algorithm II).  

The research shows that the Convergence Measurement of 

MOCMA process has a better rate of  convergence than that 

of  NSGAIIand Measurement of MOCMA is scattered more 

evenly than that of  NSGAII. It can be seen that the value of 

MOCMA’s capability measurement in both aspects is closer 

to 0 than those of NSGAII.

Keyword: Multi-Objective Memetic Algorithms, Chaos 

Theory.

1.  บทนำ�

	 หลายๆ ปญัหาในโลกแหง่ความจรงิไมว่า่จะเปน็ทางดา้น

อตุสาหกรรมหรอืแวดวงวชิาการนัน้จะเปน็ปญัหาแบบหลาย

วตัถปุระสงค์์ และแตล่ะวตัถปุระสงค์ม์กัจะมคีวามขดัแยง้กนั

อยู่ภายใต้เงื่อนไขเฉพาะที่ต้องการคำ�ตอบหลายๆ คำ�ตอบ 

แต่ละคำ�ตอบอาจจะเป็นคำ�ตอบที่เป็นคู่แข่งกัน ซึ่งรูปแบบ

คำ�ตอบที่ดีที่สุดของปัญหานั้นๆ จะมีลักษณะพิเศษ คือ  

*  ภาควชิาเทคโนโลยสีารสนเทศ คณะเทคโนโลยสีารสนเทศ  มหาวทิยาลยัเทคโนโลยพีระจอมเกลา้พระนครเหนือ
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เป็นกลุ่มคำ�ตอบที่ดีที่สุด โดยที่คำ�ตอบแต่ละคำ�ตอบนั้นเป็น

คำ�ตอบที่ดีที่สุดของปัญหา และไม่มีคำ�ตอบอื่นครอบงำ� 

(Dominate) เลย หรือที่เรียกว่าพาเรโต้ฟร้อน (Pareto front)

	 งานวิจัยท่ีนำ�เสนออัลกอริธึมด้านวิวัฒนาการ (Evolutionary 

Algorithm) ที่ถูกพัฒนาขึ้นเพื่อแก้ปัญหาหลายวัตถุประสงค์์

โดยในชว่งเริม่แรก Multi-Objective Optimization เปน็ทีส่นใจ

จากนักวิจัยเพิ่มขึ้น ไม่ว่าจะเป็นการแนะนำ�และปรับปรุง 

อัลกอริธึมด้านวิวัฒนาการ จนได้กลายเป็นเทคโนโลยีที่

สำ�คัญของการแก้ปัญหา Multi-Objective Optimization

Problem ที่รู้จักกันทั่วไป คือ Vector Evolution Genetic 

Algorithm (VEGA) [1] Multi-Objective Genetic Algorithm 

(MOGA) [2] และ Non-dominated Sorting Genetic Algorithm 

(NSGA) [3] หลังจากนั้นได้มีการนำ�เสนอ Niched Pareto 

Genetic Algorithm (NPGA) [4], [5] Pareto Achieved 

Evolution Strategy (PAES) [6] Strength Pareto Evolutionary 

Algorithm (SPEA) [7]  Particle Swarm Optimizer (PSO) [8] 

เป็นต้นนอกจากวิธีการที่กล่าวมานี้ยังคงมีอีกหลายวิธีที่ใช้

งานในลักษณะเดียวกัน หรือแม้กระทั่งการปรับปรุงวิธีการ

เดิมเพื่อเพิ่มสมรรถนะ เช่น SPEA2 [9]  และ  NSGAII  [10]  

เป็นต้น

	 Memetic Algorithm (MA) เป็นอีกอัลกอริธึมหนึ่งด้าน

วิวัฒนาการที่ได้รับความนิยมมากจากนักวิจัยที่นำ�ไป

ประยกุตแ์กป้ญัหาตา่งๆ ดงัปรากฏในงานวจิยัเชน่ [11], [12], 

[13] แต่การศึกษาและพัฒนา Memetic Algorithm สำ�หรับ 

Multi-Objective Optimization ยังมีอยู่น้อย[14] ซึ่ง 

Memetic Algorithm ที่ได้พัฒนาสำ�หรับ Multi-Objective ใน

เริ่มแรกเรียกว่า Multi-Objective Genetic Local Search 

(MOGLS) เป็นอัลกอริธึมที่นำ�เสนอโดย Ishibuchi และ 

Murata ในปี 1996 [15] ต่อมา Jaszkiewicz [16] ได้นำ�เสนอ 

MOGLS ที่มีความสามารถในการค้นหาที่สูงกว่า และได้มี

การพัฒนา Multi-Objective Memetic Algorithm (MOMA) 

อื่นๆ ที่ประสิทธิภาพสูงขึ้น เช่น Memetic Pareto Archived  

Eevolution Strategy (M-PAES) ซึง่ถกูนำ�เสนอโดย  Knowles 

และ Corne [17] เป็นต้น

	 ในสว่นของการศกึษาและพฒันาเพือ่เพิม่ประสทิธภิาพให้

กับ MOMA  นั้นได้มีการศึกษา ดังปรากฏในงานวิจัย เช่น 

[18], [19]  ซึ่งผลจากงานวิจัยที่ผ่านมา พบว่าสามารถเพิ่ม

ประสิทธิภาพของการประมาณค่าคำ�ตอบที่ดีที่สุดของ  

Memetic Algorithm ได้ดีขึ้น แต่ยังคงมีข้อเสียในเรื่องของ

การใช้เวลาในการค้นหานานขึ้นกว่าเดิมและบางอัลกอริธึม

ไม่เหมาะกับปัญหาที่มีตัวแปรหลายตัว

	 ดงันัน้ขอบเขตของงานวจิยันีจ้งึมุง่เนน้ทีจ่ะศกึษาการเพิม่

ประสทิธภิาพของ MOMA โดยการใชท้ฤษฎคีวามอลวน  ใน

การปรบัปรงุประชากรคำ�ตอบใหเ้กดิคำ�ตอบทีด่กีวา่ ซึง่ความ

อลวนมีความสามารถในการหาค่าที่ดีที่สุดของฟังก์ชันหนึ่ง

ให้ได้ค่าดีที่สุดที่แท้จริง (Global optimum) ได้ง่ายขึ้น 

เนื่องจากความอลวนสามารถช่วยให้หลีกเลี่ยงการได้ค่าที่ดี

ที่สุดเฉพาะบริเวณ (Local optimum) ได้ เพื่อปรับปรุงให้เกิด

การค้นหาที่ให้คำ�ตอบที่ดีกว่า และเพื่อให้เหมาะกับปัญหาที่

มีหลายตัวแปร โดยได้ทำ�การทดลองเปรียบเทียบสมรรถนะ

ของอัลกอริธึมนี้กับ NSGAII

2.  ทบทวนวรรณกรรม

	 ขั้นตอนวิธีเชิงวิวัฒนาการ เป็นวิธีการที่ได้รับความนิยม

ในการนำ�ไปแก้ปัญหาที่มีหลายวัตถุประสงค์ ลักษณะของ 

ขัน้ตอนเชงิวธิกีารววิฒันาการ [20] จะทำ�การลอกเลยีนแบบ

การพฒันาตวัเองตามธรรมชาตเิชน่การทีม่ดพยายามหาเสน้

ทางที่สั้นที่สุดไปสู่แหล่งอาหารที่เรียกว่า Ant-Colony 

Optimization (ACO) หรือ การที่นกพยายามหาจุดหมาย

ปลายทางระหว่างการอพยพ ที่เรียกว่า Particle Swarm 

Optimization (PSO) เป็นต้น 

	 ปัญหาแบบหลายวัตถุประสงค์์์ [21] เป็นปัญหาการ

ออกแบบท่ีมีหลายวัตถุประสงค์์จะประกอบด้วย m วัตถุประสงค์์ 

และตัวแปรตัดสินใจ (Decision Variables) ตัวเขียนอยู่ใน

รูปทั่วไปดังสมการที่ (1) 

เม่ือ x คือ เวกเตอร์ของตัวแปรตัดสินใจ fi(x) คือ ฟังก์ชัน

วัตถุประสงค์์ที่ i, i  = 1, 2, …, m ผลลัพธ์ที่ได้จากสมการ 

เรยีกวา่พาเรโตฟรอ้น หรอื เซตของผลเฉลยทีไ่มถ่กูครอบงำ�  

แสดงในภาพที่ 1

	 Multi-ObjectiveMemetic Algorithm หรือ MOMA เป็น

อลักอรธิมึดา้นววิฒันาการอกีชนดิหนึง่ทีน่ยิมนำ�มาแกป้ญัหา

หลายวัตถุประสงค์์ ซึ่ง MemeticAlgorithm ถูกคิดค้นโดย 

Merz และ Freisleben [23] และมีลักษณะคล้ายกับ Genetic 

Algorithm แต่มีลักษณะพิเศษกว่าตรงที่โครโมโซมสามารถ

Minimize (or maximize) :{ f1(x), f2(x), …, fm(x) } (1)
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เพิ่มประสบการณ์ผ่านการค้นหาแบบเฉพาะที่เพื่อเพิ่ม

ประสิทธิภาพก่อนที่จะผ่านขบวนการทางพันธุกรรม

	 ทฤษฎีความอลวน (Chaos Theory) [24] เป็นทฤษฎีที่

อธิบายถึง ลักษณะพฤติกรรมของระบบพลวัต (คือ ระบบที่

มีการเปลี่ยนแปลง เช่น เปลี่ยนแปลงตามเวลาที่เปลี่ยนไป) 

โดยลกัษณะการเปลีย่นแปลงของระบบทีเ่รยีกวา่อลวนนี้ จะ

มีลักษณะที่ปั่นป่วนจนดูคล้ายว่า การเปลี่ยนแปลงนั้นเป็น

แบบสุ่มหรือไร้ระเบียบ (random/stochastic) แต่จริงๆ แล้ว 

ระบบอลวนนี้เป็นระบบแบบไม่สุ่ม หรือระบบที่มีระเบียบ 

(deterministic) ตัวอย่างของระบบที่แสดงความอลวน คือ 

เคร่ืองสร้างเลขสุ่มเทียม (psuedo-random number generator) 

ในเครื่องคอมพิวเตอร์จากงานจำ�ลองสถานการณ์จริง  

(simulation) การทีค่อมพวิเตอรส์ามารถสรา้งเลขสุม่ (random 

number) ซึง่อาจดเูหมอืนการเกดิของตวัเลขสุม่ไมม่แีบบแผน

เพราะเป็นเพียงเลขสุ่มเทียม (psuedo-random number) ซึ่ง

ต่างจากเลขสุ่มแท้ที่เกิดจากการทอดลูกเต๋า เพราะเลขสุ่ม

ของคอมพิวเตอร์เกิดขึ้นจากโปรแกรมง่ายๆ ระบบที่แสดง

ความอลวนจะต้องประกอบไปด้วยลักษณะดังต่อไปนี้

	 1) มีคุณสมบัติแบบไม่เป็นเชิงเส้น (nonlinearity)

	 2) ไม่ใช่เกิดแบบสุ่ม (deterministic ไม่ใช่ probabilistic) 

หรือเรียกได้ว่าในระบบอลวน เหตุการณ์ทั้งหลายมักเกิดขึ้น

ภายใต้กฎเกณฑ์ที่แน่นอนตายตัว เพื่อป้องกันความสับสน

ระหว่าง “ความอลวน” และ “การสุ่ม” จึงเรียก chaos ว่า 

deterministic chaos

	 3) ไวต่อสภาวะเริ่มต้น (sensitivity to initial conditions)

คือ การเริ่มต้นที่ต่างกันเพียงนิดเดียวอาจส่งผลให้บั้นปลาย

ต่างกันมาก

	 4) ไม่สามารถทำ�นายล่วงหน้าในระยะยาวได้ (long-term 

prediction is impossible)

	 ทฤษฎีความอลวนมีประโยชน์ คือใช้ในการวิเคราะห์

ระบบและทำ�นายอนาคต และใช้ในการควบคุม-สร้างความ

เสถียรให้กับระบบ สามารถใช้หลักการของทฤษฎีความ

อลวนชว่ยใหก้ารหาคา่ทีด่ทีีส่ดุ ของฟงักช์นัหนึง่ไดค้า่ดทีีส่ดุ

ที่แท้จริง (global optimum) ได้ง่ายขึ้น เพราะความอลวน

สามารถช่วยให้หลีกเลี่ยงการได้ค่าดีที่สุดเฉพาะบริเวณ   

(local optimum) ได้

	 ความอลวนเป็นปรากฏการณ์ทั่วไปในระบบไม่เป็นเชิง

เส้น (nonlinear system)ความอลวนนำ�มาใช้กับด้านการเพิ่ม

ประสิทธิภาพระบบไม่เป็นเชิงเส้น โดยมีสมการดังนี้:

โดยที่ zk+1 ∈ [0,1] คือ chaos variable ในการทำ�ซ้ำ�

จำ�นวน k ครั้ง

เมื่อ μ = 4 , Z0 ≠ {0,0.25,0.5,0.75,1}

3.  ขั้นตอนการทำ�งาน

	 ขั้นตอนการทำ�งานของมีมีติกอัลกอริธึมที่ใช้ในการวิจัย 

ดังภาพที่ 2

       ภาพที่ 1 พาเรโตฟร้อนของฟังก์ชันวัตถุประสงค์ 

                       f1  และ  f2  [22]

Zk+1 μzk (1 - zk), k = 0, 1,…(2) (2)

ภาพที่ 2 Multi-Objective Chaos Memetic Algorithm
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	 จากขั้นตอนการทำ�งานของงานวิจัยนี้จะนำ�เสนอถึง

เทคนิคใหม่ในการเพิ่มประสิทธิภาพของ Multi-Objective 

Memetic Algorithm  ในสว่นของ Initialization Procedure และ 

Mutation Procedure ซึ่งได้ใช้ ทฤษฎีความอลวน ในการ

ปรับปรุงประชากรคำ�ตอบ โดยมีรายละเอียด ดังนี้

	 3.1 สร้างโครโมโซมเริ่มต้นด้วยความอลวน (Chaos 

Initialization)

	 โครโมโซมเริ่มต้นถูกสร้างขึ้นโดยลำ�ดับความอลวนที่มี

ลักษณะของการแพร่กระจายที่มากกว่าการสุ่ม ความไวต่อ

สภาวะเริ่มต้น และข้อมูลซึ่งกระจายอยู่ในพื้นที่แก้ปัญหา

อยา่งสม่ำ�เสมอ ดงันัน้ขัน้ตอนวธินีีส้ามารถเอาชนะขอ้มลูของ

ลำ�ดับการสุ่มที่ซ้ำ�ซ้อนได้ ซึ่งโครโมโซมจะถูกสร้างขึ้นตาม

สมการที่ (3)

	 โดยที่  xij (cj)  คือ โครโมโซมที่สร้างขึ้นด้วยความอลวน

	 i = 1, 2, …, n  n คือ จำ�นวนสูงสุดของ generation

	 j = 1, 2, …, l   l  คือ จำ�นวนของโครโมโซม

	 cj คือ ค่าเริ่มต้นจากสมการ (2)

จากข้างต้น  โครโมโซม CsC ถูกสร้างขึ้นโดย c ซึ่งเป็นค่า

เริ่มต้นสำ�หรับการจับคู่ของสมการ โครโมโซมเริ่มต้นที่ได้

กำ�หนดในทุกรุ่นจะแตกต่างจากกัน ซึ่งสามารถลดความซ้ำ�

ซ้อนของโครโมโซม หลังจากที่มีการสร้างโครโมโซม จะได้

ว่าโครโมโซมของทุกรุ่นมีความซ้ำ�ซ้อนของข้อมูลที่ลดลง

	 3.2 การกลายพนัธแ์บบอลวน (Chaos Mutation)

การดำ�เนินการกลายพันธุ์ถูกใช้เพื่อสร้างโครโมโซมใหม่ ซึ่ง

การดำ�เนินการกลายพันธุ์นี้ได้ปรับตัวดีขึ้นตามกลไกของ

ความอลวน ซึ่งใช้ความอลวนร่วมกันกับกระบวนการของ

การกลายพันธ์ ซึ่งเรียกว่า chaos mutation

	 ขั้นแรก โครโมโซม Cm นำ�เข้าสู่สมการ (4) ที่มีค่าความ

อลวนเริ่มต้น x0 ขั้นที่สอง x0 ถูกวนรอบซ้ำ� k ครั้งและจะได้

เวคเตอร์ความอลวน xk   ขั้นที่สาม xk ของการกลายพันธ์ขึ้น

อยู่กับสมการที่ (3) และจะได้เวคเตอร์การกลายพันธ์แบบ

อลวน xk+1 ขั้นสุดท้าย ใส่ร่วมเข้าไปในระบบจะได้การกลาย

พันธุ์ของโครโมโซม Cm’.

	 โดยที่ x̂  คือโซลูชั่นที่ดีที่สุดในปัจจุบัน จากสมการ (4) 

สามารถพบได้ว่า ความอลวนมีลักษณะความไวต่อสภาวะ

เริม่ตน้ความแตกตา่งเพยีงเลก็นอ้ยของ x0 สามารถทำ�ใหเ้กดิ

ความแตกต่างที่สูงของ xk ลักษณะนี้สามารถขยายช่วง

การกลายพันธุ์และเพิ่มประสิทธิภาพการกลายพันธุ์

4.  ตัวชี้วัดสมรรถนะของกลุ่มคำ�ตอบ

	 ตวัวดัสมรรถนะเพือ่รกัษาเปา้หมายทีส่ำ�คญัสองดา้นของ

ปัญหาการหาค่าเหมาะสมที่สุดที่มีหลายวัตถุประสงค์์ คือ  

การลู่เข้าสู่กลุ่มคำ�ตอบท่ีแท้จริง และการรักษาความหลากหลาย

ภายในกลุ่มคำ�ตอบที่หาได้ [3] จึงใช้ตัววัดสมรรถนะดังนี้

	 4.1 การวดัสมรรถนะของคำ�ตอบดา้นการลูเ่ขา้สูก่ลุม่

คำ�ตอบที่แท้จริง (Convergence Measurement)

	 เป็นตัวชี้วัดการลู่เข้าของกลุ่มคำ�ตอบโดยเปรียบเทียบ

ระยะทางจากสมาชิกของกลุ่มคำ�ตอบทุกคำ�ตอบที่หาได้ 

(Obtained Solution Set) กับกลุ่มคำ�ตอบที่แท้จริง (True 

Pareto Set) ดังสมการที่ (5) และ (6)

เมือ่ A* คอื เซตคำ�ตอบทีแ่ทจ้รงิ fk
min และ fk

max คอื คา่ฟงักช์นั

วัตถุประสงค์์ kth ที่มีค่ามากที่สุดและน้อยที่สุด ตามลำ�ดับ k  

คอื จำ�นวนฟงักช์นัวตัถปุระสงค์์ และ |A*| คอื จำ�นวนคำ�ตอบ

ที่แท้จริงในเซต A

	 ถ้าค่าตัวสมรรถนะชนิดนี้มีค่าเข้าใกล้ศูนย์ ถือว่ากลุ่ม 

คำ�ตอบอลักอรธิมึนัน้เปน็กลุม่คำ�ตอบทีลู่เ่ขา้ใกลก้ลุม่คำ�ตอบ

ที่แท้จริง

	 4.2 การวัดสมรรถนะของคำ�ตอบด้านการกระจาย

ของกลุ่มคำ�ตอบที่หาได ้ (Spread Measurement) 

เป็นตัวชี้วัดที่บอกการกระจายของกลุ่มคำ�ตอบดังสมการที่ 

(7) และ (8)

xk+1 = x̂ (1 - xk), μzk (4)
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เมื่อ sdf และ sdl เป็นระยะห่างของคำ�ตอบปลายสุดทั้งสอง

ดา้น sdi เปน็ระยะของคำ�ตอบทีอ่ยูต่อ่เนือ่งกนัในเซตคำ�ตอบ

ที่ดีที่สุดที่หาได้ |A| เป็นจำ�นวนคำ�ตอบที่หาได้ sd คือ 

ค่าเฉลี่ยของระยะทาง sdi

	 ถา้คา่ตวัสมรรถนะชนดินี้ มคีา่เขา้ใกลศ้นูย์ ถอืวา่กลุม่คำ�

ตอบอัลกอริธึมนั้นจะมีคำ�ตอบที่มีลักษณะการกระจายที่มี

ลกัษณะสม่ำ�เสมอตลอดเสน้ขอบเขตของกลุม่คำ�ตอบทีด่ทีีส่ดุ

5. ผลการทดลอง

	 การทดสอบ MOCMA ที่ได้พัฒนาออกแบบขึ้นมาใหม่ 

โดยทำ�การเปรียบเทียบสมรรถนะของคำ�ตอบกับ NSGAII

	 ปญัหาหลายวตัถปุระสงค์ท์ีน่ำ�มาทดสอบในงานวจิยันี ้คอื 

ชดุปญัหา DTLZ (Suite of continuous  test  problems by Deb, 

Thiele, Laumanns, Zitzler) ซึ่งเป็นปัญหาที่นิยมใช้ในการ

ทดสอบ Multi-Objective และสามารถปรบัขนาดของฟงักช์นั

วัตถุประสงค์์ได้ โดยได้เลือกทำ�การทดสอบกับ DTLZ1-4 

แบบ 2 วัตถุประสงค์์ซึ่งรายละเอียดของปัญหาดังปรากฏ 

ใน ตารางที่ 1

	 โดยกำ�หนดวิธีที่ใช้ในการทดลองดังนี้

	 • Selection : Tournament Selection

	 • Crossover: Modified Order Crossover      

	 • Mutation : Chaos Mutation

	 • Fitness Assignment:Pareto Ranking  Approach

	 • Local search  :Insert  Procedure

และพารามเิตอรท์ีใ่นการทดลอง โดยเลอืกจากการทดลองที่

ดีที่สุด ดังตารางที่ 2

	 5.1 กราฟแสดงผลลัพธ์จากการทดสอบพาเรโตฟร้อน 

	 จากการทดลองซ้ำ� 5 คร้ัง ของแต่ละปัญหา จากอัลกอริธึม 

MOCMA ถูกนำ�มาเปรียบเทียบ ดังแสดงในภาพที่ 3, 4, 5 

และ 6

	 จากภาพที่ 3, 4, 5 และ 6 จะเห็นไดว้่า จากพาเรโตฟร้อน

ของท้ัง 4 ปัญหา คือ DTLZ1-4 น้ัน เม่ือทำ�การทดลองจาก

อัลกอริธึม MOCMA โดยทดลองซ้ำ�ปัญหาละ 5 ครั้ง ซึ่งใน

แต่ละครั้งให้พาเรโตฟร้อนของทุกปัญหาไม่แตกต่างกัน แต่

แตกต่างกันในด้านของการกระจายของกลุ่มคำ�ตอบที่หาได้

เล็กน้อย

ตารางที่ 2 พารามิเตอร์ที่ใช้ในการทดลอง
Parameter Value

Population size 100

Number of Generation 200

Crossover probability 0.9

Mutation probability 0.8

Local search probability 0.5

ภาพที่ 3 การเปรียบเทียบพาเรโตฟร้อนของ DTLZ1

ตารางที่ 1 รายละเอียดปัญหา DTLZ1-4 [25]
DTLZ Var. Objective functions
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	 5.2  ผลการเปรียบเทยีบสมรรถนะของคำ�ตอบดา้นการลู่

เขา้สูก่ลุม่คำ�ตอบทีแ่ทจ้รงิ และ การกระจายของกลุม่คำ�ตอบ

ที่หาได้ โดยทำ�การเปรีบเทียบกับอัลกอริธึม NSGAII 

ดังแสดงในตารางที่ 2 และภาพที่ 7 และ 8

	 จากภาพที่ 7 แสดงค่าเฉลี่ยทางด้านการลู่เข้าสู่กลุ่ม 

คำ�ตอบทีแ่ทจ้รงิ โดยทำ�การเปรยีบเทยีบอลักอรธิมึ MOCMA 

กบั อลักอรธิมึ NSGAII  พบวา่  อลักอรธิมึ MOCMA สามารถ

ลู่เข้าสู่กลุ่มคำ�ตอบที่แท้จริงได้ดีกว่าอัลกอริธึม NSGAII  คือ

มีค่าเข้าใกล้ศูนย์ (0) มากกว่าอัลกอริธึม NSGAII

	 จากภาพที ่8 แสดงคา่เฉลีย่ทางดา้นการกระจายของกลุม่

คำ�ตอบทีห่าได ้โดยทำ�การ เปรยีบเทยีบอลักอรธิมึ MOCMA 

กับ NSGAII พบว่า  อัลกอริธึม MOCMA สามารถกระจาย

ของกลุ่ม

ภาพที่ 4 การเปรียบเทียบพาเรโตฟร้อนของ  DTLZ2

ภาพที่ 5 การเปรียบเทียบพาเรโตฟร้อนของ  DTLZ3

ภาพที่ 6 การเปรียบเทียบพาเรโตฟร้อนของ  DTLZ4

ภาพท่ี 7 การเปรียบเทียบด้านการลู่เข้าสู่กลุ่มคำ�ตอบท่ีแท้จริง

ภาพท่ี 8 การเปรียบเทียบด้านการกระจายของกลุ่มคำ�ตอบ
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	 คำ�ตอบทีห่าไดด้กีวา่ อลักอรธิมึ NSGAII  คอืมคีา่เขา้ใกล้

ศูนย์ (0) มากกว่าอัลกอริธึม NSGAII

6.  บทสรปุ

	 บทความวจิยันีไ้ดท้ำ�การศกึษาพฒันาประสทิธภิาพใหก้บั

ขัน้ตอนวธิมีมีตีกิอลักอรธิมึแบบหลายวตัถปุระสงค์์ โดยการ

ใชท้ฤษฎคีวามอลวนในสว่นของ Initialization Procedure และ 

Mutation Procedure ซึง่ไดใ้ชใ้นการปรบัปรงุประชากรคำ�ตอบ

ให้เกิดคำ�ตอบที่ดีกว่าโดยนำ�ขั้นตอนวิธีดังกล่าวไปทดสอบ

แก้ปัญหาสมการแบบหลายวัตถุประสงค์์ DTLZ1-4 และนำ�

ผล เฉลยที่ได้จากการทดสอบมาวิเคราะห์หาสมรรถนะของ

คำ�ตอบดา้นการลูเ่ขา้สูก่ลุม่คำ�ตอบทีแ่ทจ้รงิ และ การกระจาย

ของกลุ่มคำ�ตอบที่หาได้

	 พบวา่ตวัวดัสมรรถนะของคำ�ตอบ ดา้นการลูเ่ขา้สูค่ำ�ตอบ

ที่แท้จริงของอัลกอริธึม MOCMA จะมีอัตราการลู่เข้าสู่

คำ�ตอบแท้จริงดีกว่าอัลกอริธึม NSGAII และในด้านการวัด

สมรรถนะของคำ�ตอบด้านการกระจายของกลุ่มคำ�ตอบ 

อัลกอริธึม MOCMA มีการกระจายที่สม่ำ�เสมอมากกว่า

อัลกอริธึม NSGAII ซ่ึงจะเห็นได้ว่าการวัดสมรรถนะท้ังสองด้าน

อัลกอริธึม MOCMA มีค่าเข้าใกล้ศูนย์ มากกว่าอัลกอริธึม 

NSGAII และการศึกษาครั้งต่อไปจะทำ�การทดสอบกับชุด

ปัญหา DTLZ ที่กำ�หนดวัตถุประสงค์์มากกว่านี้
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