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บทคัดยอ
การเรียนรูดวยนิวรอลเน็ตเวิรกบนเซตขอมูลขนาดใหญ

นั้นจะเกิดปญหาในดานเวลาที่ ใชในการเรียนรู และความ
สามารถในการเรียนรู ในงานวิจัยนี้จึงไดเสนอวิธีการเรียนรู
โดยใชนิวรอลเนต็เวริกหลายเครือขาย เรียนรูบนเซตตัวอยาง
ยอยทีสุ่มเลอืกมาจากเซตตัวอยางทัง้หมด จากนัน้จงึนาํโหนด
ในชัน้ซอนจากเนต็เวริกแตละอันมารวมกนั เพือ่หาคาน้ําหนกั
ประจําโหนดในชั้นซอนใหม ผลการทดลองพบวา วิธีการที่
นําเสนอสามารถลดเวลาในการเรียนรูบนและยังคงรักษา
เปอรเซ็นตความถูกตองไดเหมือนกับการใชเซตตัวอยาง
ทัง้หมด

คําสําคัญ: นวิรอลเนต็เวริก, ขอมลูขนาดใหญ, การรวมโหนด

Abstract

      Learning on large scale data set can cause problem in both

learning time and learning capability. This research thus

proposes a novel method that uses multiple neural networks to

learn from multiple subsets extracted from the whole original

data set. Then, we employ another method to integrate weight

of hidden nodes from each network. The experimental results

show that the proposed method can not only reduce the learning

time, but also preserve the accuracy.

Keyword: Neural Network, Large Scale Dataset, Node

Integration.

1. บทนํา
การศึกษาและงานวิจัยทางดานนิวรอลเน็ตเวิรกเปนไป

อยางกวางขวาง ซึง่ในปจจบุนัไดแบงออกไปในหลายแงมมุ [1]
* ภาควิชาวิศวกรรมคอมพิวเตอร คณะวิศวกรรมศาสตร จุฬาลงกรณมหาวิทยาลัย

ไม ว าจะเป นการศึ กษาทางด านโครงสร างแบบจําลอง
การออกแบบเน็ตเวิรก การปรับปรุงประสิทธิภาพการเรียนรู
ใหสามารถเรียนรูไดเร็ว จาํแนกไดถูกตองมากข้ึน จะเห็นไดวา
มเีทคนิคตางๆ มากมายทีเ่กีย่วกบันิวรอลเน็ตเวริก รวมไปถึง
การนาํเอานวิรอลเนต็เวริกไปประยุกตใชงานจริงในรูปแบบตางๆ
เชน การรูจําเสียง ภาพ การพยากรณสภาพภูมิอากาศ หุน
การจราจร เปนตน ฯลฯ  ซึ่งในปจจุบันวิชาปญญาประดิษฐ
ไดมสีวนสาํคญัเปนอยางมากในเทคโนโลยีทกุแขนงและสามารถ
นําเอาไปประยุกตใชไดอยางกวางขวางและยากจะหาขอสิน้สดุได
การทําวจิยัของนวิรอลเนต็เวริกกยั็งมคีวามพยายามทีจ่ะปรับปรุง
ในลกัษณะตางๆ ไมวาจะเปนการทีท่ําใหเนต็เวริกประมวลผล
ไดเร็วข้ึน มีประสิทธิภาพมากข้ึน หรือทําใหความผิดพลาด
นอยลง ยังมคีวามสาํคญัอยูมากทีท่างผูวจิยัมุงเนนใหความสําคญั

ในงานวิจยันี้จะมุงเนนไปในการวเิคราะหเร่ืองขอมลูขนาด
ใหญที่ใชในนิวรอลเน็ตเวิรกในการเรียนรู จากงานวิจัยแสดง
ใหเห็นวาจํานวนนิวรอนและจํานวนชั้นในชั้นแฝงจะมีผลตอ
ประสทิธิภาพ [2] เนือ่งจากถาไมมจีาํนวนชัน้ (Layer) มากทําให
ประมวลผลไดรวดเร็ว และทําการวัดและประเมินผลโดยการ
ทดสอบกับเซตขอมูลขนาดใหญในการทดสอบ งานวิจัยนี้ได
มุงความสนใจลงไปในระดับโครงสรางของนิวรอลเน็ตเวิรก
โดยทั่วไปการมชีั้นแฝงจาํนวนมาก ผลลพัธทีไ่ดจะเพิ่มความ
ถูกตองของการเรียนรูมากข้ึน แตกจ็ะมีผลกบัเวลาที่ใชโดยจะ
ใชเวลาในการเรียนรูมากข้ึนดวย แตในทางกลับกัน ถาใช
จํานวนชั้นแฝงนอยลง แมการใชเวลาในการเรียนรูจะนอยลง
แตวาความถูกตองก็จะนอยลงตามไปดวย อีกทั้งถาเปนเซต
ขอมูลขนาดใหญ เปนการยากที่ จะเรียนรู ไดในคร้ังเดียว
จะตองใชทั้งทรัพยากรและเวลาจํานวนมาก ในงานวิจัยได
นําเสนอแนวคิดที่วาเมื่อเราแบงเซตขอมูลออกเทาๆ กันเปน
เซตยอยก็สามารถที่จะทําการเรียนรูเซตขอมูลใหญไดโดยใช
ชัน้แฝงแคชัน้เดียว การปรับปรุงความถูกตองจะใชเทคนคิการ
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หาคาน้ําหนักที่เหมาะสมของแตละโหนดนวิรอนที่ใหคาความ
ผิดพลาดทีน่อยทีส่ดุ แลวนําเอาคาน้ําหนกัทีดี่สดุของเซตขอมลู
ยอยมาสรางเน็ตเวิรกใหม และเมื่อผานการปรับคาน้ําหนักที่
เหมาะสมแลว จะสามารถทําใหนิวรอลเน็ตเวิรกจะสามารถ
เรียนรูเซตขอมลูขนาดใหญไดโดยที่ความถูกตองใกลเคียงกบั
คาเดิมโดยไมจําเปนตองเรียนรู กับเซตขอมูลขนาดใหญ
ในคร้ังเดียว

2. ทฤษฎีและงานวิจัยท่ีเก่ียวของ
2.1 นิวรอลเนต็เวริกแบบการแพรกระจายยอนกลับ
ในงานวิจัยนี้ ในสวนของการเรียนรูไดใชนิวรอลเน็ตเวิรก

แบบการแพรกระจายยอนกลับ (Back Propagation Neural

Network-BPNN) ซึง่เปนการเรียนรูแบบมผูีสอน (Supervised

Learning) ซึ่งจะสรางจากเน็ตเวิรกที่มีโครงสรางแบบงายๆ
ไมซับซอน นิวรอนแตจะหนวยจะเชื่อมตอกันดวยคาน้ําหนัก
(Weight) เมื่อมีการสงผานขอมูลเขามาในนิวรอนโดยคา
น้ําหนักที่กําหนดและสงตอไปยังนิวรอนหนวยถัดไปดวยคา
น้ําหนกัทีต่างออกไป ดังภาพที ่1

   ภาพท่ี 1  ภาพการทาํงานของนวิรอลเนต็เวิรกแบบแพร
                  กระจายยอนกลบั

คาน้ําหนกัและคาการขีดแบงสาํหรับเนต็เวริกจะถูกกาํหนด
ในอยูในชวงหนึ่งโดยจะมีฟงกชันการสงผานโดยนิวรอนใน
ชัน้แฝงจะถูกคาํนวณคาเอาพุตโดยผานสมการที ่ 1
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โดย P คอืรูปแบบการเรียนรูในชดุขอมูล n คอืจาํนวนของ
อินพตุของ j นวิรอนในชัน้แฝง Xi คอือินพตุที ่i ทีส่งผานมายัง

นวิรอนและ Yj คอืผลลพัธเอาพตุ คา Wij คอืคาน้ําหนกัทีแ่ตละ
นิวรอนใช θ1 คือคาขีดแบง และฟงกชนัซิกมอยด (sigmoid)

จากสมการจะสามารถแสดงไดดังสมการที ่2
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เมื่อมีการคํานวณคาเอาตพุตสงไปยังชั้นเอาตพุตจะแสดง
ไดในสมการที ่3
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โดยคา P คือคารูปแบบการเรียนรู  (training pattern)

ในชุดขอมูล, m คือจํานวนของอินพุตของนิวรอนที่ k ในชั้น
เอาตพตุ, Xjk คอืคาอินพตุเขาไปในนวิรอนและ Yk คอืคาผลลพัธ
ของเอาตพุต Wjk คือคาน้ําหนัก, และ θκ คือคาขีดแบงของ
ฟงกชนัซกิมอยด (sigmoid) ทีอ่างอิงในสมการที ่2

2.2 งานวิจัยเก่ียวกับขอมูลขนาดใหญ
แมการวจิยัเกีย่วกบันวิรอลเนต็เวริกจะกวางขวางแตปญหา

ทีพ่บกนัมากอันหนึง่มาจนถึงปจจบุนันีค้ือการจดัการกบัขอมลู
ขนาดใหญ มีหลายงานวิจัยที่มุงเนน ต้ังแตป 2000 Aaron

J. Owens [3] ไดนําเสนอรูปแบบของนวิรอลเนต็เวริกโดยสราง
แบบจําลอง PLS (Partial Least Squares) MODEL เพื่อลด
ปญหาคอขวดของนิวรอลเนต็เวิรก และอีกทัง้เขายังไดทดสอบ
การแบงขอมลูออกเปนเซต็ยอยเพือ่ทีจ่ะใหลดเวลาในการเรียนรู
ของนวิรอลเนต็เวิรกอีกดวย

ในป 2005 ในโครงการ DAME มหาวทิยาลยัยอรค ประเทศ
อังกฤษ Bojian Liang และ James Austin [4] นําเสนอวธีิการ
ลดเวลาในการเรียนรูของขอมลูขนาดใหญทีใ่ชในอนกุรมเวลา
(Time Series) พวกเขาไดใชเทคโนโลยีกริด (Grid Technology)

เขามาชวยเพือ่ลดเวลาการเรียนรูของขอมลูขนาดใหญทีถู่กเรียนรู
โดยอนุกรมเวลา และในป 2008 Ivanikovas และคณะ [5]
พวกเขาไดนําเสนอการจัดการขอมูลตัวอยางขนาดใหญดวย
อัลกอริทึม SAMANN (Sammon’s Mapping Neural Network)

ไดทําการลดจํานวนขอมูลโดยการคัดแยกขอมูลที่สนใจดวย
k-means และ SOM จากนัน้ทําการเรียนรูดวยนิวรอลเนต็เวิรก
จากผลทีแ่สดงใหเห็นวาคาความผิดพลาดลดลงจากการเทยีบกบั
การใชขอมลูทัง้หมด อีกทัง้เวลาในการเรียนรูกยั็งลดลงดวย
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2.3 การปรับปรงุประสิทธิภาพนิวรอลเนต็เวริก
ในการเรียนรูของนิวรอลเน็ตเวิรก อีกสวนที่ไดรับความ

สนใจในการวจิยัมากคอืการปรับปรุงเนต็เวริกในเหมาะสมทีส่ดุ
เพือ่ใหไดเนต็เวริกสดุทายทีจ่ะนาํไปใชในการเรียนรูในชดุขอมลู
ไดอยางมีประสทิธิภาพ ในป 1996 Gou-Jen Wang และ Chih-

Cheng Chen [6] ใชวธีิการปรับอัลกอริทมึใหกบัเนต็เวริกโดย
ปรับที่คาน้ําหนักโดยใชคากอนหนาที่ ดีที่สุดมาเปนเกณฑ
หลงัจากที่ไดคาทีเ่หมาะสม การปรับปรุงนีจ้ะเกดิข้ึนทีช่ั้นแฝง
และชั้นเอาตพุต อัลกอริทึมไดถูกนาํไปทดสอบปญหา XOR,

4-4 Encoder และ SIMO ซึ่งพบวาสามารถลดคาผลรวม
ความผิดพลาดกาํลงัสอง (Sum Square Error) ไดอยางนาพอใจ

3. การดําเนินการวิจัย
3.1 แนวคิดและวธิีการท่ีใชในการวิจัย
แนวคดิของการวจิยัเพือ่มุงเนนทีจ่ะพฒันาอัลกอริทมึในการ

เรียนรูเซตขอมูลขนาดใหญโดยการแบงเซตขอมูลออกเปน
เซตยอยๆ  ซึง่ในการเรียนรูในขนาดขอมลูทีน่อยกวาจะใชเวลา
ที่นอยกวาเนื่องจากอัตราการเรียนรูที่รวดเร็วกวา แตคาของ
ความผิดพลาดกจ็ะไมแนนอน บางชดุจะใหคาความผิดพลาด
ที่ตํ่ากวาหรือสูงกวาเซตขอมูลหลัก แตเราสามารถเอาชุดที่มี
คาความผิดพลาดทีตํ่่าทีส่ดุมาเปนเนต็เวริกต้ังตนในการทดลอง
โดยการนาํเอาคาน้ําหนกั (Weight) ในแตละชัน้ของเนต็เวริกไป
ทดสอบเรียนรูกับชุดอ่ืนๆ วาสามารถใหผลการเรียนรูวา
สามารถแยกแยะขอมูลกวาเน็ตเวิรกเดิมหรือไม

สมมติใหเชตขอมูลมีจํานวนตัวอยางทั้งหมด X ตัวอยาง
โดยใหเซตขอมูลหลักเปน Data Set 0 (D0) และเซตขอมูลที่
แบงยอยออกเปน n กลุม และให N คือ นวิรอลเนต็เวริก ต้ังแต
N1  จนไปถึง Nn  โดยแตละกลุมจะมขีอมลูเทาๆ กนัคือ X/n

ตัวอยาง จะทาํใหม ีData Set 1 ถึง N แทนเปน D1, D2.., Dn

โดยแตละเซตจะถูกเรียนรูในนิวรอลเน็ตเวิรกที่มีโครงสราง
เดียวกันและเปนแบบนิวรอลเน็ตเวิรกแบบมีชั้นแฝงชั้นเดียว
ดังภาพที ่2

เมือ่ทําการเรียนรูจนครบ n  เซตแลว เกบ็คาน้ําหนกัของ
แตละเซตไวแลวนํามาเปรียบเทยีบคา โดยลองเอาชดุคาน้าํหนกั
ของชุดที่ทําการแบงแยกชุดตัวอยางไดดีที่สุด คือสามารถ
เรียนรูโดยมีความผิดพลาดที่นอยที่สุด กําหนดใหเปน Nbest

และเมือ่นําเอาคาน้ําหนกัทีเ่นต็เวริก Nbest ไปทดสอบเรียนรูกบั
ชุดอ่ืนๆเพื่อทดสอบวาชุดคาน้ําหนักของ Nbest มีคาเหมาะสม
พอที่จะทําการแบงแยกเซตขอมูลอ่ืนๆ ไดดีกวา หรือวาคา

ภาพท่ี 2  แสดงแบบจําลองที่ใชในงานวิจัย ในการแบงเซต
           ขอมูล n กลุมเพื่อทําการเรียนรูในนิวรอลเนต็เวิรก
               ชัน้แฝงเด่ียวทีม่โีครงสรางเหมอืนกนั

น้ําหนักของชดุ Ni เองสามารถทาํการแบงแยกไดดีกวา Nbest

เมือ่ Ni คอื นิวรอลเนต็เวิรกทีข่องชดุขอมลูที ่i
เมื่อเราทําอยางนี้ไปเร่ือยๆจนครบ n  กลุมและสลับคา

น้ําหนกัทีดี่ทีส่ดุไปเร่ือย ๆ  จนสดุทายเราจะไดนวิรอลเนต็เวิรก
ทีโ่ครงสรางเดิมแตมคีาน้ําหนกัทีเ่หมาะสมทีส่ดุเพือ่ทําการแบง
แยกเซตขอมูลหลกัทีเ่ปน N0 ไดดีกวาเดิม

แนวคดินี้ทําไปประยุกตกบัการเรียนรูของเซตขอมลูขนาด
ใหญได เพราะในทางปฏิบัติแลวการที่จะเรียนรูขอมูลขนาด
ใหญตรงๆ นั้น เปนเร่ืองที่ทําไดยากมาก เราใชแนวคิดใน
การแบงขอมูลออกเปนเซตขอมูลยอยนี้เพื่อใหการวิเคราะห
ขอมูลขนาดใหญทําไดงายข้ึน ในขณะที่ความผิดพลาดไมได
ตางหรือใกลเคยีงกบัของเดิมไมมากนกั

3.2 การเตรียมขอมูลในการวจัิย
ในการทดลองนี ้ จะทาํการทดสอบทีก่ลุมขอมลู 2 กลุมซึง่

ทําการสรางจากเวกา (WEKA) [7] ซึ่งจะทําการทดสอบจาก
กลุมขอมูลเล็กๆ กอน เพื่อที่จะนําไปประยุกตกับขอมูลใหญ
ตอไป โดยขอมูลจะมี 2,000 ชุด แบงเปนชุดยอย อยางละ
1,000 ชดุ และทดสอบโดยใชนวิรอลเนต็เวริกทีม่โีครงสรางแบบ
เดียวกนัมาทําการเรียนรู

3.3 การเปรยีบเทียบคาน้ําหนัก
เมื่ อไดชุ ดน้ํ าหนักของเซตขอมูลยอยที่ ดีที่ สุ ด Nbest
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ในการทดแทนค าน้ํ า หนั กนี้ ไปยั งเซตข อมู ลย อยอ่ื นๆ
ในการวิ จั ยได ใช โปรแกรมประยุกต  MBP (Multiple

Backpropagation) [8] ซึง่มฟีงกชนัในการทดแทนคาน้าํหนกัเขา
ไปยังนิวรอลเนต็เวิรก

ในการทดแทนคาน้ําหนักเขาไปในชั้นแฝงและชัน้เอาตพุต
ของงานวิจัยนี้ ไดใชหลักการเปรียบเทียบความเหมือนของ
ชุดน้ําหนักที่ไดมาของแตละเนต็เวริกยอย ซึง่จะเปนการแยก
ขอมลู 2 ชุดออกจากกนั โดยการเปรียบเทยีบคาน้ําหนกั 2 คา
จะเปรียบเทียบใชเชิงของความชันบนพื้นผิวการตัดสินใจ
(Decision Surface) จะแสดงในสมการที ่4

ภาพท่ี 3  แสดงการรวมโหนดของนวิรอลเนต็เวริก 2 เนต็เวริก
         ที่มีการรวมโหนดแลวซึ่ งจะมีจํานวนโหนดในชั้น
             แฝงที่ตางออกไปจากเน็ตเวิรกเดิม

4.  ผลการดําเนินงานวจัิย
การทดลองจะมี 3 สวนคือ การทําการเรียนรูปกติใหกับ

นิวรอลเน็ตเวิรกในโครงสรางเดียวกันใหกับแตละชุดขอมูล
จากนั้ นก็หาน้ําหนักจากเน็ตเวิ รกที่ มีค าความผิดพลาด
รากกาํลงัสองเฉลีย่ (Root Mean Square Error: RMS) ทีน่อยทีส่ดุ
มาเป นตัวต้ั งต นในการสร างเน็ ตเวิ ร กใหม และในส วน
สุ ดท ายจะทดลองในแง ของเวลาที่ ใช เป รี ยบเที ยบ
เนต็เวริกเดิมกบัเนต็เวริกใหมทีไ่ดจากการรวมโหนด

4.1 เปรยีบเทียบความผิดพลาดรากกําลังสองเฉลี่ย
ในการทดลองแรกจะเปนการเรียนรูใหกับชุดขอมูลแตละ

ชดุ ซึง่ประกอบไปดวย ชดุขอมลูต้ังตน (Data Set 0: D0) จากนัน้
กแ็บงชดุขอมลูออกเปน 2 สวน เทาๆ กนั เปนชดุขอมลูยอยที ่1
(Data Set 1: D1) และ ชุดขอมูลยอยที ่ 1 (Data Set 1: D1)

n
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n

i
ii∑

=

−
= 0

21 (4)

เมือ่ n คอืจาํนวนโหนดในชั้นแฝง โดยคา y คอืคาผลตาง
รวมเฉลี่ยของชุดน้ําหนักของเนต็เวริก 2 ชุด ถา y มคีาในชวง
0-1 ถือวาเนต็เวริก 2 ชดุมคีวามใกลเคยีงกนั

อัลกอริทึมการรวมโหนดจะมี 2 สวน ซึ่งวิเคราะหจาก
คาน้ําหนกัของแตละโหนดทีตํ่าแหนงเดียวกนั กาํหนดให WNbest

คอืคาน้ําหนกั ของเนต็เวริกทีม่คีาความผิดพลาดนอยทีส่ดุ และ
WNi คอืคาน้ําหนกัของเนต็เวิรกที ่i

1) ในกรณทีี ่WNi ของโหนดนัน้ๆ มคีาใกลเคยีงกนักบั WNbest

ที่ ตําแหนงโหนดเดียวกัน คาน้ําหนักจะถูกเฉลี่ ยเขาดวย
กนักบัคา WNbest  เพือ่เปนคาน้าํหนกัใหมของโหนดนัน้ๆ ดังแสดง
ในสมการที ่5

ให W1i แทนคาน้ําหนักของเน็ตเวิรกที ่1 โหนดแฝงที ่i
W2i แทนคาน้ําหนักของเน็ตเวิรกที ่2 โหนดแฝงที ่i

3.4 การรวมโหนด

2) ในกรณคีา WNi ของโหนดนัน้ๆ มคีาตางจาก WNbest มาก
โหนดของ N i นั้ นจะถู กเพิ่ มเข าไปในเน็ ตเวิ ร ก Nbest

เพื่อเพิ่มประสิทธิภาพของการแยกแยะขอมูลในสวนที่ Nbest

แยกแยะไมไดหรือไดนอยกวา

( )
2

NiNbest
Nbest

WWW +
← (5)

จากอัลกอริทึมดังกลาว จะทําใหสามารถรวมโหนดของ
ชั้นแฝงในนิวรอลเน็ตเวิรก 2 เน็ตเวิรกเขาดวยกัน จะทําให
ไดเนต็เวริกใหมทีม่ชีัน้แฝงเด่ียว (Single Hidden Layer) แตมี
จาํนวนโหนดที่แตกตางออกไปจากเนต็เวิรกต้ังตนดังแสดงใน
ภาพที ่3 ซึง่เนต็เวริกทีผ่านการรวมโหนดนีจ้ะถูกนําไปใชเรียนรู
ชดุขอมลูเพือ่เปรียบเทยีบทัง้ในแงความผิดพลาดและเวลาทีใ่ช
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แลวทําการเรียนรูเพื่อหาคาเน็ตเวิรกที่มีคาความผิดพลาด
รากกาํลงัสองเฉลีย่นอยทีสุ่ด กาํหนดใหเปน Nbest

จากตารางที ่1  จะพบวา คาความผิดพลาดของชดุขอมลู
ต้ังตน (D0) ทีเ่ราตองการทดสอบนัน้ เมือ่นํามาแบงขอมลูออก
เปน 2 สวน คือ ชุดขอมูลยอย 1 (D1) และ ชุดขอมูลยอย 2 (D2)
แล วทําการเรียนรู บนนิ วรอลเน็ ตเวิ ร กแล ว  จะพบว า
ชุดขอมูลยอย 2 จะมีคาความผิดพลาดรากกําลังสองเฉลี่ยที่
นอยกวา (Nbest) จึงนําเอาคาน้ําหนักที่ไดจากชุดขอมูลยอย
ที่สองที่มาเปนเน็ตเวิรกต้ังตนเพื่อสรางรวมโหนดเพื่อใหได
เนต็เวิรกใหมข้ึนมา

ตารางท่ี 1 แสดงคาความผิดพลาดรากกําลังสองเฉลี่ยของ
                  แตละชดุขอมลูบนนวิรอลเนต็เวริกทีม่ีโครงสราง
                   เดียวกนั

เมือ่นําเอาคาน้ําหนกัของ Nbest มาทําการเรียนรูในชดุขอมลู
ยอยที่ 1 (D1) จากนั้นก็ทําการรวมเน็ตเวิรกดังอัลกอริทึมที่
กลาวมาในขอ 4.3 และภาพที ่4 กาํหนดใหเน็ตเวิรกใหมทีไ่ด
จากการรวมโหนดแลวเปน Data Set N (DN) นําเอา DN ไป
เรียนรูกบัชุดขอมลูต้ังตน Data Set 0 ผลแสดงไวดังตารางที ่2

ตารางท่ี 2 แสดงคาความผิดพลาดรากกําลังสองเฉลี่ยของ
                  เนต็เวริกที่ไดจากการรวมโหนด

หลังจากที่ทําการรวมโหนดโดยใชอัลกอริทึมการแทนคา
น้ําหนักที่กลาวมาแลว และนําเอาเน็ตเวิรกใหมที่ไดนี้ (DN)
ไปเรียนรูกับชุดขอมูลเดิม จะเห็นไดวาคาความผิดพลาด
รากทีส่องกาํลงัสองเฉลี่ยของนวิรอลเนต็เวริกใหมมีคานอยลง
กวาเดิม ดังแสดงเพิม่เติมใน ภาพที ่4 และภาพที ่5

ภาพท่ี  5 แสดงคาความผิดพลาดรากกําลังสองเฉลี่ยของ
                        นวิรอลเนต็เวริกในแบบจาํลองหลงัจากการปรับปรุง
               และรวมโหนดของเนต็เวิรก

4.2 เวลาท่ีใชในการเรยีนรู
ในแงของเวลา เน็ตเวิรกใหมที่ไดจากการรวมโหนด (DN)

เมื่ อกําหนดคาความผิดพลาดไวคาหนึ่ ง (ในการทดลอง
กาํหนดไวที ่0.06 โดยใชผลการทดลอง 4.1 เปนเกณฑ) แลวให
เน็ตเวิรกทั้ง 2 ทําการเรียนรูจนไปถึงคาความผิดพลาดที่
กําหนดไว

เน็ตเวิรก/ขอมูล จํานวนขอมูล คาความ
Data Set 0 (D0) 2,000 0.0753476
Data Set 1 (D1) 1,000 0.0762917
Data Set 2 (D2) 1,000 0.0642485

ภาพท่ี  4 แสดงคาความผิดพลาดรากกําลังสองเฉลี่ยของ
           นิวรอลเน็ตเวิรกในแบบจําลองกอนการปรับปรุง
               และรวมโหนดของเนต็เวิรก

เน็ตเวิรก/ขอมูล จํานวนขอมูล คาความผิดพลาด

Data Set 0  (D0) 2,000 0.0753476
Data Set N (DN) 2,000 0.0666208
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บทความวิจัย : การรวมโหนดในชั้นแฝงเพื่อใชเรียนรูขอมูลขนาดใหญ

ตารางท่ี 3 แสดงการเปรียบเทียบในเชิงของเวลาที่ใชของ
                  ทัง้สองนิวรอลเนต็เวิรก

จากตารางที ่3 จะพบวาคาของเนต็เวริกใหม (DN) จะมีคา
การเรียนรูทีน่อยลงกวาเนต็เวิรกในชดุขอมูลต้ังตน (D0)

5.  สรปุ
จากตารางที ่1 ในผลการทดลอง จะเห็นไดวาเมือ่เราทําการ

แบ งข อมู ลออกเป นกลุ มย อยแล วแยกทําการเ รี ยนรู
ในเบื้องตนเวลาที่ใชจะลดลง แตทั้งนี้เองเน็ตเวิรกยอยเอง
ในแตละชดุขอมลูกไ็มไดมโีครงสรางสําหรับการเรียนรูทีดี่ทีส่ดุ
จาํเปนตองมกีารปรับปรุง และเมือ่เราปรับคาน้าํหนกัใหเหมาะสม
ดวยอัลกอริทมึทีก่ลาวมาแลว จะพบวาเมือ่นําเอาเนต็เวริกทีไ่ด
จากการรวมโหนดที่มคีาน้ําหนักทีดี่ทีสุ่ด กลบัไปเรียนรูในชดุ
ขอมลูขนาดใหญทีเ่ตรียมไว จะทาํให ความผิดพลาดโดยรวม
ลดลงดังแสดงไวในตารางที่ 2 ในขณะที่ตารางที ่ 3 แสดงถึง
เวลาที่ใชในการเรียนรู โดยที่จะเห็นไดวาเมื่อเรากําหนดคา
ความผิดพลาดคาหนึ่ งเปนเกณฑไว  แลวทําการเรียนรู
เปรียบเทียบ เวลาที่ใชในเน็ตเวิรกที่มีการรวมโหนดและผาน
การปรับคาที่ เหมาะสมแลว (Optimized Network) จะใช
เวลาในการเรียนรูที่นอยกวาเนต็เวริกต้ังตนมาก

ในงานวิจัยนี้มุงเนนไปในการปรับปรุงโครงสรางนิวรอล
เน็ตเวิรกโดยใชการแพรกระจายแบบยอนกลับเปนเน็ตเวิรก
ต้ังตน ซึ่งอัลกอริทึมที่ไดจะถูกนําไปประยุกตใชกับขอมูลที่มี
ขนาดใหญข้ึนเพื่ อที่ จะสามารถเรียนรู และแยกแยะขอมูล
เหลานั้นไดโดยที่คาความถูกตองมากข้ึนในขณะที่ใชเวลาใน
การเรียนรูลดลง
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เน็ตเวิรก /ขอ มูล
คาความ
ผิดพลาด

Epoch
เวลาท่ีใช  

(วินาที)
Data Set 0 (D0) 0.06 145,321 718
Data Set N (DN) 0.06 96,153 381


