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Abstract

Learning on large scale data set can cause problem in both
learning time and learning capability. This research thus
proposes a novel method that uses multiple neural networks to
learn from multiple subsets extracted from the whole original
data set. Then, we employ another method to integrate weight
of hidden nodes from each network. The experimental results
show that the proposed method can not only reduce the learning

time, but also preserve the accuracy.

Keyword: Neural Network, Large Scale Dataset, Node

Integration.
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