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บทความวิจัย : การเปรียบเทียบประสิทธิภาพการจัดกลุ่มข้อมูล โดยวิธีการเลือกลักษณะสำ�คัญแบบพลวัต

เพื่อเพิ่มประสิทธิภาพของอัลกอริทึมการจัดกลุ่มบนปริภูมิย่อย

การเปรียบเทียบประสิทธิภาพการจัดกลุ่มข้อมูล โดยวิธีการเลือก
ลักษณะสำ�คัญแบบพลวัตเพื่อเพิ่มประสิทธิภาพของอัลกอริทึม 

การจัดกลุ่มบนปริภูมิย่อย
A Comparative Efficiency of Clustering Using Dynamic Feature 

Selection Optimization of Subspace Clustering Algorithms

บทคดัย่อ

	 งานวิจัยชิ้นนี้ เป็นการนำ�เสนอผลการเปรียบเทียบ

ประสิทธิภาพระหว่างกระบวนการจัดกลุ่มข้อมูลโดยวิธี 

การเลือกลักษณะสำ�คัญแบบพลวัต (Dynamic Feature 

Selection: DFS) เพื่อเพิ่มประสิทธิภาพของอัลกอริทึม

การจำ�แนกกลุ่มบนปริภูมิย่อย (Subspace Clustering 

Algorithms) กับเทคนิคการจัดกลุ่มข้อมูลที่มีอยู่เดิม

	 ผลการวิจัยให้ผลการเปรียบเทียบประสิทธิภาพในด้าน

ความถูกต้องของการจัดกลุ่ม อัลกอริทึมการจัดกลุ่มบน

ปริภูมิย่อยที่ทำ�งานร่วมกับ Hierarchical Clustering ให้

ค่าความถูกต้องในภาพรวมสูงที่สุดที่ระดับร้อยละ 94%  

คิดเป็นการจำ�แนกข้อมูลตามกลุ่มได้ถูกต้อง 1,503 ข้อมูล 

จาก 1,605 ข้อมูล โดยกลุ่มจำ�แนกได้ดีที่สุดคือ A มี

ค่าความถูกต้องที่ร้อยละ 100% ลองลงมาได้แก่ อัลกอริทึม 

การจัดกลุ่มบนปริภูมิย่อยที่ทำ�งานร่วมกับ K-Means 

Clustering ใหค้า่ความถกูตอ้งในภาพรวมทีร่ะดบัรอ้ยละ 83% 

คิดเป็นการจำ�แนกข้อมูลตามกลุ่มได้ถูกต้อง 1,331 ข้อมูล  

จาก 1,605 ข้อมูล โดยกลุ่มจำ�แนกได้ดีที่สุดคือ A มี

ค่าความถูกต้องที่ร้อยละ 100% ทั้งนี้ทั้ง 2 อัลกอริทึม 

ผ่านกระบวนการสร้างชุดของลักษณะสำ�คัญ (Feature Set) 

ด้วยอัลกอริทึมการเลือกลักษณะสำ�คัญแบบพลวัต (Dynamic 

Feature Selection)

คำ�สำ�คญั: การจัดกลุ่มบนปริภูมิย่อย วิธีการเลือกลักษณะ

สำ�คัญแบบพลวัต การจัดกลุ่มแบบลำ�ดับชั้น การจัดกลุ่ม 

แบบเคมีน
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Abstract

	 This research presented the result of the comparative  

efficiency between the Clustering Using Dynamic Feature 

Selection (DFS) for increasing efficiency of Subspace  

Clustering Algorithms and the existing Clustering techniques. 

The result showed that the comparative efficiency in  

accuracy of the Subspace Clustering Algorithms worked with 

the Hierarchical Clustering had the overall accuracy highest 

rate at the level of 94%. It was classified the 1,503 accurate 

data from 1,605. The best group is classified as a 100%  

accuracy was the grade A group. Next, the Subspace Clustering 

Algorithms that works with K-Means Clustering had the 

overall accuracy level of 83%. It was classified the 1,331 

accurate data from 1,605. The best group is classified as a 

100% accuracy was the grade A group. However, both of 

algorithms through the Feature Set with the Dynamic Feature 

Selection (DFS).

Keyword: Dynamic Feature Selection, Subspace Clustering 

Algorithms, Hierarchical Clustering, K-Means Clustering.

1.	 บทนำ�

	 การประยกุตใ์ชเ้ทคโนโลยเีกีย่วกบัการประมวลผลขอ้มลู

ในปัจจุบันมีการใช้งานอย่างแพร่หลาย เป็นผลมาจาก

ประสิทธิภาพของเทคโนโลยีคอมพิวเตอร์ที่สูงขึ้น ส่งผลให้

กระบวนการในการประมวลผลข้อมูลจำ�เป็นต้องปรับให้

*  คณะเทคโนโลยีสารสนเทศ มหาวิทยาลัยเทคโนโลยีพระจอมเกล้าพระนครเหนือ
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สอดคล้องกับเทคโนโลยีที่เกิดขึ้น

	 เทคนคิวธิกีารวเิคราะหข์อ้มลูในปจัจบุนัทีไ่ดร้บัความนยิม

ในการประมวลผลขอ้มลูทีม่ปีรมิาณมาก ไดแ้ก ่การทำ�เหมอืง

ข้อมูล (Data Mining) ทั้งนี้การทำ�เหมืองข้อมูลในปัจจุบัน

ผู้วิจัยจะทำ�การประยุกต์ใช้เทคนิควิธีต่างๆ เข้ามาใช้ใน 

การพัฒนาอัลกอริทึมใหม่ โดยเน้นไปที่ปัจจัยที่ส่งผลต่อ

ประสิทธิภาพ และความถูกต้องของการประมวลผลข้อมูล 

ของอัลกอริทึม

	 เมื่อพิจารณาถึงกระบวนการทำ�เหมืองข้อมูลพบว่า  

การทำ�เหมืองข้อมูลถือได้ว่าเป็นเทคนิคในการวิเคราะห์

ข้อมูลขั้นสูงอย่างหนึ่ง มีลักษณะในการนำ�ชุดฐานข้อมูล

ขนาดใหญ่ และมีความหลากหลายมาวิเคราะห ์ เพื่อสืบค้น

รูปแบบของกฎที่ซ้อนอยู่ในชุดข้อมูล เพื่อเป็นการแสดงให้

เห็นถึงองค์ความรู้จากการประมวลผลข้อมูล ทั้งนี้ถือได้ว่า

กระบวนการเหมืองข้อมูลเป็นกระบวนการสำ�คัญสำ�หรับ 

การสร้างฐานความรู้ (Knowledge base) เพื่อใช้เป็นรากฐาน

สำ�คัญในการประยุกต์ใช้งานด้านต่างๆ

	 ข้อมูลที่ใช้ในการวิจัยครั้งนี้เป็นข้อมูลที่เกี่ยวข้องกับ 

ผลสัมฤทธิ์ทางการศึกษา ทั้งนี้ลักษณะของของผลสัมฤทธิ์

ทางการเรียนคือค่าที่วัดได้จากความรู้ ความเข้าใจ และ 

ความสามารถของผู้เรียนที่เกิดจากการเรียนการสอน 

ซึง่วดัผลไดจ้ากการทดสอบ โดยการนำ�ผลไปพจิารณาเทยีบ

กับเกณฑ์ที่ได้กำ�หนดไว้ เพื่อทำ�ให้สามารถแยกผู้เรียนออก

เป็นกลุ่มๆ ได้ตามระดับความรู้ โดยมาตรฐานระดับความรู้

ของสถาบันอุดมศึกษาในประเทศไทย ใช้ระดับผลสัมฤทธิ์

ทางการเรียนแยกออกเป็น 8 ระดับ คือ A (Excellent), B+ 

(Very Good), B (Good), C (Average) จนถึงระดับ F โดย

ข้อมูลดังกล่าวจะถูกนำ�มาเป็นชุดข้อมูลในการวิเคราะห์

ประสิทธิภาพของอัลกอริทึม

	 งานวิจัยช้ินน้ี เป็นการนำ�เสนอผลการทดสอบประสิทธิภาพ

ของอลักอรทิมึใหมท่ีใ่ชใ้นการสรา้งแบบจำ�ลองการพยากรณ ์

ซึ่งประกอบไปด้วยอัลกอริทึม 2 อัลกอริทึม ดังน้ี อัลกอริทึม

การเลือกลักษณะสำ�คัญแบบพลวัต (Dynamic Feature 

Selection: DFS) เป็นอัลกอริทึมที่มีวัตถุประสงค์เพื่อคัดเลือก

ลักษณะสำ�คัญ (Feature Selection) ที่ใช้ให้เหมาะสมกับ

การจดักลุม่เพือ่ใหส้อดคลอ้งกบัผลลพัธข์องการจดักลุม่ และ

อัลกอริทึมการจำ�แนกกลุ่มบนปริภูมิย่อย (Subspace Clustering 

Algorithms) ซึ่งมุ่งเน้นในการสร้างแบบจำ�ลอง (Model) ของ

องค์ความรู้ ซึ่งถือเป็นการสกัดองค์ความรู้ (Knowledge 

Extraction) จากชุดข้อมูล (Data Set) ซ่ึงถือได้ว่าเป็นสำ�คัญ

ในการพัฒนาอัลกอริทึมในกระบวนการเหมืองข้อมูล

2.	 ทฤษฎีและงานวิจยัที่เกี่ยวข้อง

	 ในการวิจัยครั้งนี้ประกอบไปด้วยองค์ความรู้ในด้าน 

การทำ�เหมืองข้อมูล ได้แก่ การวิเคราะห์กลุ่ม (Clustering 

analysis) กระบวนการเลือกตัวแปร (Feature Selection) และ

อัลกอริทึมอื่นๆ ที่เกี่ยวข้องกับงานวิจัย ดังนั้นผู้วิจัยได้มี 

การศึกษาทฤษฎีและงานวิจัยที่ เกี่ยวข้องกับการวิจัย  

มีรายละเอียดดังนี้

	 2.1 เหมืองข้อมลู (Data Mining)

	 การทำ�เหมืองข้อมูล ถือเป็นกระบวนการของการกล่ันกรอง

สารสนเทศ (Information) ที่ซ่อนอยู่ในฐานข้อมูลขนาดใหญ่ 

เพื่อใช้ในการทำ�นายแนวโน้ม และพฤติกรรม โดยอาศัย

ข้อมูลในอดีตเพ่ือค้นหารูปแบบความสัมพันธ์ และองค์ความรู้

ใหม่จากข้อมูล [1] โดยมีข้ันตอนดังน้ี 1) ทำ�ความเข้าใจปัญหา 

โดยการเลือกข้อมูลให้มีความเหมาะสมกับอัลกอริทึม 

ทีใ่ชง้าน จำ�นวนทีต่อ้งการ และคา่เปา้หมายเพือ่ใหไ้ดผ้ลลพัธ์

ท่ีต้องการ 2) ทำ�ความเข้าใจข้อมูล โดยการรวบรวม ตรวจสอบ

ความถูกต้อง และกำ�หนดคุณสมบัติที่ต้องการให้กับข้อมูล 

3) เตรยีมขอ้มลู โดยการคดัเลอืกขอ้มลูเพือ่ทำ�การแปลใหอ้ยู่

ในรูปแบบท่ีเหมาะสมต่อการวิเคราะห์ข้อมูลด้วยเทคนิคต่างๆ 

4) สร้างแบบจำ�ลอง โดยแบ่งเป็น 2 ประเภทคือ การสร้าง

แบบจำ�ลองเพื่อการทำ�นาย (Predictive Data Mining) เป็น

การคาดคะแนนลกัษณะหรอืประมาณคา่ทีช่ดัเจนของขอ้มลู

ที่จะเกิดขึ้น โดยใช้ข้อมูลในอดีต และการสร้างแบบจำ�ลอง

เพือ่ใชบ้รรยาย (Descriptive Data Mining) เพือ่หาแบบจำ�ลอง

มาอธิบายลักษณะบางอย่างของข้อมูล

	 2.2 การวิเคราะหก์ลุ่ม (Clustering analysis)

	 การวเิคราะหก์ลุม่คอืเทคนคิในการเรยีนรูแ้บบไมม่ผีูส้อน 

(Unsupervised learning technique) ซึ่งมีเป้าหมายเพื่อ

การจำ�แนกกลุ่มข้อมูลที่มีคุณลักษณะคล้ายกันอยู่ในกลุ่ม

เดียวกัน [2] โดยข้อมูลแต่ละกลุ่มจะถูกเรียกว่า คลัสเตอร์ 

(Cluster) การวิเคราะห์หรือจำ�แนกกลุ่มข้อมูลนั้นสามารถ

แบ่งออกได้เป็น 2 ประเภทได้แก่ วิธีการแบบลำ�ดับช้ัน  

(Hierarchical algorithms) และ วิธีการแบบไม่เป็นลำ�ดับชั้น 

(Non-hierarchical algorithms) [3]
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	 2.3 Subspace Clustering Algorithms

	 การจดักลุม่บนปรภิมูยิอ่ย (Subspace clustering) ถอืไดว้า่

เป็นส่วนขยายของการจัดกลุ่มแบบดังเดิม (Traditional 

Clustering) [4] โดยมีวัตถุประสงค์หลักเพ่ือการค้นหา 

กลุ่มข้อมูล (Clusters) ปริภูมิย่อยของชุดข้อมูล มักจะถูก

นำ�เสนอในการค้นหากลุ่มข้อมูลที่มีลักษณะ มิติสูง (High 

Dimensional Data) มิติข้อมูลไม่เกี่ยวข้องกัน (Dimensions 

Irrelevant) รวมถึงชุดข้อมูลที่มีข้อมูลรบกวน (Noisy Data) 

ปะปนอยู่กับชุดข้อมูล

	 2.4 K-Means Clustering

	 K-Means Clustering [5] คอืวิธกีารจำ�แนกกลุ่มข้อมลูดว้ย

วิธีการแบ่งข้อมูลอัตโนมัติตามค่า k ที่กำ�หนด โดย

กระบวนการทำ�งานเลือกค่า k เริ่มต้นสำ�หรับเป็นค่ากลาง

ในการจัดกลุ่ม และปรับค่าตามกระบวนการดังนี้ 1) เลือก

ข้อมูล di สำ�หรับวัดระยะห่างกับค่า K เริ่มต้นทุกค่า 

2) กำ�หนดชุดข้อมูล di ให้กับ K ที่ใกล้ที่สุด และปรับค่า K 

ใหม่ให้เป็นค่ากลางของกลุ่มข้อมูล และหยุดเมื่อค่า K ไม่

เปลีย่นแปลง [6] ดงันัน้การใช ้K-means clustering จงึสามารถ

นำ�มาใช้งานเมื่อทราบจำ�นวนกลุ่มที่ต้องการจำ�แนกที่

แน่นอน ทั้งนี้การวัดระยะห่างระหว่างข้อมูลสามารถใช้วิธี 

การคำ�นวณระยะห่างได้หลากหลาย เช่น Euclidean, Person 

Correlation, Superman Rank Correlation เป็นต้น

	 2.5 Hierarchical Clustering

	 การจัดกลุ่มแบบลำ�ดับชั้น เป็นเทคนิควิธีการที่จัดกลุ่ม

ตามความคลา้ยกนัของขอ้มลู ดว้ยวธิกีารวดัความคลา้ยหรอื

ความต่างเช่น Euclidean, Cityblock, Mahalanobis, Cosine 

เปน็ตน้ [7] รปูแบบการแสดงผลของ Hierarchical Clustering 

จะถูกแสดงในรูปของต้นไม้ โดยในแต่ละ class node 

จะประกอบไปด้วย child nodes เทคนิคนี้สามารถแบ่งวิธี

การสร้างต้นไม้ได้เป็น 2 ประเภทคือ Agglomerative 

(Bottom-Up) และ Divisive (Top-Down) [8]

	 2.6 การเลือกคณุลกัษณะ (Feature Selection)

	 การเลือกคุณลักษณะของชุดข้อมูลที่มีจำ�นวนมิติสูง  

เป็นขั้นตอนหนึ่งของกระบวนการสร้างแบบจำ�ลองเพื่อ 

การพยากรณด์ว้ยวธิกีารเหมอืงขอ้มลู สำ�หรบัการเลอืกขอ้มลู

ย่อยที่มีมิติน้อยลง (Data Reduction) [9] กว่าข้อมูลต้นฉบับ 

(Original data) กระบวนการคดัเลอืกคณุลกัษณะถอืเปน็งาน

สำ�คัญในการปรับปรุงประสิทธิภาพในการสร้างแบบจำ�ลอง 

อีกทั้งกระบวนการ Feature Selection ยังเป็นการช่วยใน

การเพ่ิมความถูกต้องในการพยากรณ์ (Improving Prediction 

accuracy) [10] เน่ืองจากจุดประสงค์สำ�คัญของการทำ� Feature 

Selection เพื่อลดจำ�นวนมิติของข้อให้เหลือเพียงชุดข้อมูล 

(Feature Subset) ที่มีส่งผลต่อความถูกต้องในการพยากรณ์

มากที่สุด

	 2.7 Dynamic Feature Selection

	 อลักอรทิมึการเลอืกลกัษณะสำ�คญัแบบพลวตั (Dynamic 

Feature Selection) เปน็อลักอรทิมึทีถ่กูออกแบบมาเพือ่ใชใ้น

การหาตัวแปรที่ดีที่สุดสำ�หรับการจำ�แนกกลุ่ม ทั้งนี้ผู้วิจัยได้

ออกแบบ วิธีการเลือกลักษณะสำ�คัญแบบพลวัต (Dynamic 

Feature Selection) ซึ่งเป็นวิธีการในการหาลักษณะหรือ

ตัวแปรที่ส่งผลดีที่สุดต่อ อัลกอริทึมการจัดกลุ่มข้อมูล  

(Clustering Algorithm)

	 2.8 การวดัประสิทธิภาพแบบจำ�ลอง

	 วิธีการวัดประสิทธิภาพการพยากรณ์กับชุดข้อมูลใน 

การวิจัยครั้งนี้ใช้วัดประสิทธิภาพการพยากรณ์ข้อมูลตาม

แนวคิดด้านการค้นคืนสารสนเทศ (Information Retrieval) 

ด้วยค่าความถูกต้อง (Accuracy) ซึ่งเป็นการคำ�นวณจาก

ตาราง Confusion Matrix [1] [3]

	 2.9 ผลสัมฤทธิ์ทางการเรียน

	 ผลสัมฤทธิ์ทางการเรียนเป็นสิ่ งที่ สำ �คัญสำ �หรับ 

การพิจารณาผลของการจัดการเรียนการสอนในรูปแบบ

ต่างๆ โดยเน้นท่ีการวัดความรู้ ความเข้าใจ และความสามารถ

ของผู้เรียนที่เกิดจากการเรียนการสอน ด้วยวิธีการทดสอบ

เพือ่ใหไ้ดข้อ้มลู ซึง่ใชใ้นการเปรยีบเทยีบกบัเกณฑม์าตรฐาน

ที่ได้กำ�หนดไว้ ทำ�ให้สามารถแยกผู้เรียนออกเป็นกลุ่มๆ  

ตามระดับความรู้ได้ ในการวิจัยครั้งนี้ผู้วิจัยทำ�การศึกษา

ปัจจัยเชิงพุทธิพิสัย (Cognitive Domain) ของกลุ่มผู้เรียน

แตล่ะกลุม่แยกตามระดบัความรูต้ามมาตรฐานเกณฑค์ะแนน 

8 ระดับ คือ A (Excellent), B+ (Very Good), B (Good), 

C (Average) จนถึงระดับ F ซึ่งถือเป็นคลาสของชุดข้อมูล

แบบหลายค่า (Multi-Class) และนำ�ข้อมูลผลการทดสอบ

ตลอดภาคการศึกษามาสร้างแบบจำ�ลองสำ�หรับพยากรณ์ 

ผลสัมฤทธิ์ของผู้เรียน

3.	 วิธีดำ�เนินการวิจยัและผลการทดลอง

	 การวิจัยครั้งนี้มุ่งเน้นการวัดประสิทธิภาพที่เกิดขึ้นจาก 
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อัลกอริทึมในการจำ�แนกข้อมูลที่พัฒนาขึ้นโดยใช้หลัก 

การทำ�งานของเทคนิควิธีเหมืองข้อมูลแบบไม่มีผู้สอน  

(Unsupervised Learning Algorithm) ได้แก่ K-Means 

Clustering, Hierarchical Clustering เพื่อหาค่าประสิทธิภาพ

ในการจำ�แนกกลุ่มข้อมูล และนำ�ค่าดังกล่าวมาเปรียบเทียบ

เพื่อเลือกวิธีการจัดกลุ่มที่เหมาะสมที่สุดสำ�หรับอัลกอริทึม

การจำ�แนกกลุ่มบนปริภูมิย่อย (Subspace Clustering Algorithms)

	 3.1 การรวบรวมข้อมลูที่ใช ้ในการสร้างแบบจำ�ลอง

	 งานวจิยัชิน้นีผู้ว้จิยัเลอืกเกบ็ขอ้มลูจากวชิาทีจ่ดัการเรยีน

การสอนขึ้นในระดับปริญญาตรี ซึ่งเป็นวิชาในกลุ่มศึกษา

ทั่วไป จากการจัดการศึกษาพบว่าคำ�ถามสำ�คัญที่เกิดขึ้น

ระหว่างการเรียนการสอนในแต่ละภาคการศึกษาคือ  

การประมาณการผลสัมฤทธิ์ที่จะเกิดขึ้นเมื่อสิ้นสุดภาค 

การศึกษา ซึ่งคำ�ถามดังกล่าวจะเกิดขึ้นตลอดระยะเวลา 

การศึกษา จากคำ�ถามดังกล่าวนำ�มาสู่การแก้ปัญหาด้วยวิธี

การพยากรณ์ผลสัมฤทธิ์ที่จะเกิดขึ้นกับผู้เรียนในอนาคต  

ผู้วิจัยจึงจัดทำ�ระบบการเรียนออนไลน์ (e-Learning) และ

นำ�ไปใชใ้นการจดัการเรยีนการสอนแบบผสมผสาน เพือ่เปน็

เครื่องมือสำ�หรับรวบรวมข้อมูลที่เกิดขึ้นตลอด 6 ภาคการ

ศึกษา (2/2553 ถึง 1/2556) มีจำ�นวนผู้เรียนท้ังส้ิน 1,605 คน 

และมีการเก็บรวบรวมข้อมูลผู้เรียนทุกคนสำ�หรับใช้ใน 

การวิจัย ชุดข้อมูลที่เก็บรวบรวมมีรายละเอียดดังนี้

	 ข้อมูลที่ใช้สำ�หรับวิเคราะห์ผู้วิจัยแบ่งข้อมูลออกเป็น  

4 ส่วนดังนี้คือ 

	 1. ข้อมูลท่ีได้จากการทดสอบเพ่ือวัดความรู้ ความสามารถ

ด้านพุทธิพิสัย (Cognitive Domain) ซึ่งส่งผลต่อผลสัมฤทธิ์

ทางการเรียน ผู้วิจัยใช้แบบทดสอบวัดความรู้ ความเข้าใจ  

ที่ออกแบบให้ข้อสอบมีความสอดคล้องกับวัตถุประสงค์และ

เป้าหมายของรายวิชา แบ่งการทดสอบออกเป็น 3 ประเภท

ได้แก่ 1) แบบทดสอบก่อนเรียน (Pre-test) เป็นแบบทดสอบ

ทีใ่ชป้ระเมนิผูเ้รยีนกอ่นดำ�เนนิการเรยีนการสอน เพือ่สำ�รวจ

ความพรอ้มของผูเ้รยีน และวดัความรูพ้ืน้ฐานเดมิของผูเ้รยีน 

2) แบบทดสอบประจำ�บทเรียน (Formative test) เป็น

การทดสอบตามวัตถุประสงค์การเรียนรู้ของแต่ละหน่วย 

การเรียน เพื่อสำ�รวจความรู้ ความเข้าใจ ที่ผู้เรียนได้จาก 

การเรียนผ่านระบบการเรียนแบบผสมผสาน โดยแบ่งออก

เป็น 8 หน่วยการเรียนรู้ และ 3) แบบทดสอบหลังเรียน  

(Post-test) เปน็แบบทดสอบสำ�หรบัประเมนิผลการเรยีนของ

ผู้เรียนเมื่อสิ้นสุดรายวิชา ทั้งนี้การทดสอบทั้ง 3 ส่วน คิดค่า

คะแนนเป็น 15% ของคะแนนทั้งหมดในรายวิชา

	 2. คะแนนการทดสอบประจำ�ภาคการศกึษา แบง่ออกเป็น 

2 ส่วนดังน้ี 1) การทดสอบกลางภาค (Midterm Examination) 

ครอบคลมุเนือ้หาในหนว่ยการเรยีนที่ 1-4 คดิเปน็คา่คะแนน 

30% ของรายวชิา และ 2) การทดสอบปลายภาคเรยีน (Final 

Examination) ครอบคลุมเนื้อหาในหน่วยการเรียนที่ 5-8 

คิดเป็นค่าคะแนน 30% ของรายวิชา

	 3. ค่าคะแนนการฝึกปฏิบัติ คิดเป็น 25% ของคะแนนใน

รายวิชา

	 4. ข้อมูลทั่วไปของผู้เรียน ชุดข้อมูลในส่วนสุดท้ายได้แก่

ข้อมูลท่ัวไปของผู้เรียน เช่น ข้อมูลภาคการศึกษา ชัน้ปทีีเ่รยีน 

สาขา เป็นต้น

	 จากชดุขอ้มลูในตารางที ่1 ขอ้มลูทัง้หมดจะนำ�ไปทดสอบ

ในขั้นตอนการวิเคราะห์หาปัจจัยเพื่อการจัดกลุ่ม เพื่อทำ� 

การเปรียบเทียบประสิทธิภาพในการจำ�แนกกลุ่ม ทั้งนี้ 

การวิจัยมีการวัดประสิทธิภาพในการจำ�แนกกลุ่มด้วยค่า

ความถูกต้องในการจำ�แนกโดยรวม และค่าความถูกต้องใน

การจำ�แนกแยกตามกลุ่มผู้เรียนตามเกรด

	 3.2. การจดัเตรียมข้อมลูเพื่อการสร้างแบบจำ�ลอง

	 ขั้นตอนการจัดเตรียมข้อมูลเพื่อนำ�เข้าสู่กระบวนการ

สร้างแบบจำ�ลอง ผู้วิจัยทำ�การออกแบบอัลกอริทึมใน 

การสร้างชุดข้อมูล (Data Set) ที่เหมาะสมกับคลาสคำ�ตอบ 

(Target Class) ทั้งนี้ผู้วิจัยได้ออกแบบ อัลกอริทึมการเลือก

ลกัษณะสำ�คญัแบบพลวตั (Dynamic Feature Selection: DFS) 

มวีตัถปุระสงคใ์นการหาลกัษณะหรอืตวัแปรทีส่ง่ผลดทีีส่ดุตอ่ 

อัลกอริทึมการจัดกลุ่มข้อมูล (Clustering Algorithm) วิธีการ

ดังกล่าวสามารถแสดงขั้นตอนการทำ�งานดังภาพที่ 1

	 จากภาพที ่1 แสดงกระบวนการในการสรา้งชดุขอ้มลูยอ่ย 

(Data Subset) ซึ่งจะประกอบไปด้วย Feature ต่างๆ ตาม

โครงสร้างตารางที่ 1 ในขั้นตอนแรกกระบวนการทำ�งานจะ

เลือกตัวแปรตามลำ�ดับครั้งละ 1 ตัว (1 Feature) และนำ�

ตัวแปรดังกล่าวเพิ่มชุดคำ�ตอบ (Target Class) เพื่อส่งต่อไป

ยังกระบวนการเรียนรู้การจัดกลุ่มข้อมูล (Clustering Algorithm) 

เม่ือทำ�การจำ�แนกกลุ่มข้อมูลเสร็จส้ิน ตัวแปรดังกล่าวจะได้ 

การประเมินค่าความถูกต้องของการจำ�แนกกลุ่ม (Accuracy) 

เป็นดัชนีชี้วัดความถูกต้อง ซึ่งคำ�นวณจากการนำ�กลุ่มที่

จำ�แนกได้จากอัลกอริทึมมาเปรียบเทียบกับค่าคำ�ตอบหรือ 
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	 ขั้นตอนสุดท้ายของกระบวนการ ผู้วิจัยจะนำ�ชุดข้อมูล

ย่อยที่ได้จากขั้นตอนข้างต้นไปเข้าสู่ อัลกอริทึมการจำ�แนก

กลุ่มบนปริภูมิย่อย (Subspace Clustering Algorithms) 

สำ�หรับหาจำ�นวนตัวแปรที่ส่งผลให้ค่าความถูกต้องของ 

การจำ�แนกมากที่สุด เพื่อใช้สำ�หรับเลือกจำ�นวนตัวแปรใน

ชุดข้อมูลย่อย ที่ส่งผลทำ�ให้ประสิทธิภาพในการจำ�แนกกลุ่ม

ข้อมูลมากที่สุด

	 การจัดเตรียมข้อมูลเพื่อใช้ในการวิเคราะห์อัลกอริทึม  

ผู้วิจัยเริ่มต้นโดยการปรับค่าเกณฑ์การตัดเกรดให้อยู่ใน

Target Class ที่ได้จัดเตรียมไว้ จากนั้นทำ�การวนซ้ำ�

กระบวนการข้างต้น จนครบทุกตัวแปร และเมื่อครบทุก

ตวัแปรจะทำ�การคน้หาตวัแปรทีใ่หค้า่ความถกูตอ้งมากทีส่ดุ 

(Best Feature) เพ่ือนำ�มาสร้างเป็นชุดข้อมูลย่อย (Data Subset) 

ตารางที่ 1 รายละเอียดปัจจัยที่ส่งผลต่อผลสัมฤทธิ์

No. ชื่อแอทริบิวต์ ค่าตวัแปร รายละเอียด

1 Major อักษร สาขา

2 Level อักษร ระดับชั้นปี

3 Group.Lec อักษร กลุ่มบรรยาย

4 Group.Lab อักษร กลุ่มปฏิบัติ

5 Semester อักษร ภาคการศึกษา

6 Pre-test เปอร์เซ็นต์ ทดสอบก่อนเรียน

7 FT-1 เปอร์เซ็นต์ ทดสอบบทที่ 1

8 FT-2 เปอร์เซ็นต์ ทดสอบบทที่ 2

9 FT-3 เปอร์เซ็นต์ ทดสอบบทที่ 3

10 FT-4 เปอร์เซ็นต์ ทดสอบบทที่ 4

11 FT-5 เปอร์เซ็นต์ ทดสอบบทที่ 5

12 FT-6 เปอร์เซ็นต์ ทดสอบบทที่ 6

13 FT-7 เปอร์เซ็นต์ ทดสอบบทที่ 7

14 FT-8 เปอร์เซ็นต์ ทดสอบบทที่ 8

15 Post-test เปอร์เซ็นต์ ทดสอบหลังเรียน

16 Avg.AllTest เปอร์เซ็นต์ ค่าเฉลี่ย 1-12

17 Avg.1-8Test เปอร์เซ็นต์ ค่าเฉลี่ย 11-2

18 NumOfPass จำ�นวน ค่า 1-12 >=60%

19 Score.Lab จำ�นวน คะแนนเต็ม 25

20 Score.eLearnig จำ�นวน คะแนนเต็ม 15

21 Score.Mit จำ�นวน คะแนนเต็ม 30

22 Score.Final จำ�นวน คะแนนเต็ม 30

23 Grade ระดับ 8 ระดับ (A,B,…F)

ภาพที่ 1 แสดงกระบวนการในการสร้างชุดข้อมูลย่อย

	     (Data Subset)

Dynamic Feature Selection  (DFS)

Data Subset Generation Feature Subset Measuring Subspace Clustering

1)
 D

yn
am

ic
 F

ea
tu

re
 S

el
ec

tio
n

Full Data Set

Data Subset

Select Feature Add Target Class1 Feature

Target Class

Add Feature and 
Accuracy

Data Subset

Accuracy

Add Best Feature 
To Data Subset

Next  Feature All Feature ?

Best Feature Search Best Feature By 
Accuracy

Yes

No

Clustering
Measurement

Clustering
Measurement

Clustering analysis

Add Accuracy

Clustering analysis

เกรด จำ�นวนผู้เรียน ร้อยละ ค่าคะแนนเฉลี่ย

A 69 4% 88.7

B+ 257 16% 83.4

B 374 23% 78.0

C+ 357 22% 71.6

C 255 16% 64.8

D+ 124 8% 58.3

D 75 5% 52.0

F 94 6% 30.2

All 1,605

ตารางท่ี 2 ข้อมูลจำ�นวนผู้เรียนและคะแนนเฉล่ียแบ่งตามเกรด
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มาตรฐานเดียวกัน ทั้งนี้เนื่องจากในแต่ละภาคการศึกษา 

มีการตัดเกรดแบบอิงกลุ่มทำ�ให้ค่าเกณฑ์การตัดเกรดมีค่า 

ที่แตกต่างกัน ผลจากการปรับค่าเกณฑ์การตัดเกรด ทำ�ให้

จำ�นวนผู้เรียนในแต่ละเกรดรายละเอียดดังตารางที่ 2

	 จากชดุขอ้มลูในตารางที ่2 ขอ้มลูทัง้หมดจะนำ�ไปทดสอบ

ในขั้นตอนการวิเคราะห์หาปัจจัยเพื่อการจัดกลุ่ม เพื่อทำ� 

การเปรียบเทียบประสิทธิภาพในการจำ�แนกกลุ่ม ทั้งนี้ 

การวิจัยมีการวัดประสิทธิภาพในการจำ�แนกกลุ่มด้วย 

ค่าความถูกต้องในการจำ�แนกโดยรวม และค่าความถูกต้อง

ในการจำ�แนกแยกตามกลุ่มผู้เรียนตามเกรด

	 3.3 การสรา้งแบบจำ�ลองเพือ่ใช้ในการจดักลุม่ข้อมลู

	 ขั้นตอนการสร้างแบบจำ�ลองผู้วิจัยพัฒนาอัลกอริทึม 

การจดักลุม่บนปรภิมูยิอ่ย (Subspace Clustering Algorithms: 

SCA) ถือได้ว่าเป็นส่วนขยายของการจัดกลุ่มแบบดังเดิม 

(Traditional Clustering) โดยมีวัตถุประสงค์หลักเพ่ือการค้นหา 

กลุ่มข้อมูล (Clusters) บนปริภูมิย่อยในชุดข้อมูล อัลกอริทึม

ดังกล่าวสามารถแสดงได้ดังภาพที่ 2

	 จากภาพที ่2 แสดงกระบวนการในการสรา้งชดุขอ้มลูยอ่ย 

(Data Subset) ซึ่งจะประกอบไปด้วย Feature ต่างๆ ตาม

โครงสร้างตารางที่ 1 ในขั้นตอนแรกกระบวนการทำ�งานจะ

เลือกตัวแปรตามลำ�ดับครั้งละ 1 ตัว (1 Feature) และนำ�

ตัวแปรดังกล่าวเพิ่มชุดคำ�ตอบ (Target Class) เพื่อส่งต่อไป

ยังกระบวนการเรียนรู้การจัดกลุ่มข้อมูล (Clustering Algorithm) 

เม่ือทำ�การจำ�แนกกลุ่มข้อมูลเสร็จส้ิน ตัวแปรดังกล่าวจะได้ 

การประเมินค่าความถูกต้องของการจำ�แนกกลุ่ม (Accuracy) 

เป็นดัชนีชี้วัดความถูกต้อง ซึ่งคำ�นวณจากการนำ�กลุ่มที่

จำ�แนกได้จากอัลกอริทึมมาเปรียบเทียบกับค่าคำ�ตอบ 

หรือ Target Class ที่ได้จัดเตรียมไว้ จากนั้นทำ�การวนซ้ำ�

กระบวนการข้างต้น จนครบทุกตัวแปร และเมื่อครบทุก

ตวัแปรจะทำ�การคน้หาตวัแปรทีใ่หค้า่ความถกูตอ้งมากทีส่ดุ 

(Best Feature) เพ่ือนำ�มาสร้างเป็นชุดข้อมูลย่อย (Data Subset) 

ในขัน้ตอนสดุทา้ยของกระบวนการ ผูว้จิยัจะนำ�ชดุขอ้มลูยอ่ย

ที่ได้จากขั้นตอนข้างต้นไปเข้าสู่ อัลกอริทึมการจำ�แนกกลุ่ม

บนปริภูมิย่อย (Subspace Clustering Algorithms) สำ�หรับหา

จำ�นวนตัวแปรที่ส่งผลให้ค่าความถูกต้องของการจำ�แนก 

มากทีส่ดุ เพือ่ใชส้ำ�หรบัเลอืกจำ�นวนตวัแปรในชดุขอ้มลูยอ่ย 

ทีส่ง่ผลทำ�ใหป้ระสทิธภิาพในการจำ�แนกกลุม่ขอ้มลูมากทีส่ดุ

	 3.4. การวดัค่าประสิทธิภาพในการจดักลุ่ม

	 กระบวนการวัดค่าประสิทธิภาพในงานวิจัยนี้จะแบ่ง 

การทดสอบเพื่อหาประสิทธิภาพในการจัดกลุ่มออกเป็น  

3 ขั้นตอนคือ 1) การทดสอบประสิทธิภาพในการจัดกลุ่ม 

โดยใช้อัลกอริทึมแบบดังเดิม 2) การทดสอบประสิทธิภาพ 

ในการจดักลุม่โดยใชอ้ลักอรทิมึการเลอืกลกัษณะสำ�คญัแบบ

พลวัต (Dynamic Feature Selection: DFS) 3) การทดสอบ

ประสิทธิภาพในการจัดกลุ่มโดยใช้อัลกอริทึมการจัดกลุ่ม 

บนปริภูมิย่อย (Subspace Clustering Algorithms: SCA)

	 การวิจัยครั้งนี้ใช้วิธีการวัดประสิทธิภาพของการทดสอบ

ดว้ยคา่ความถกูตอ้งในการจำ�แนกกลุม่ (Correctly Clustered 

Instances: CCI) โดยการเปรียบเทียบกับ Target Class 

จำ�นวน 8 Class (A, B+, .., F) ของชุดข้อมูลสำ�หรับเรียนรู้

	 	 3.4.1 การทดสอบประสิทธิภาพในการจัดกลุ่มโดย 

ใช้อัลกอริทึมแบบดังเดิม

	 	 การวิจัยนี้เลือกอัลกอริทึมในการจำ�แนกข้อมูลมาใช้

ในการทดสอบเพื่อนำ�ค่าประสิทธิภาพไปเปรียบเทียบ  

2 อัลกอริทึม ได้แก่ K-Means Clustering (KMC), Hierarchical 

Clustering Algorithms (HCA) และเมื่อนำ�อัลกอริทึมทั้ง 2 

ไปใช้ในการจัดกลุ่มข้อมูลสามารถแสดงประสิทธิภาพได้ 

ดังภาพที่ 3

 ภาพที่ 2 อัลกอริทึมการจัดกลุ่มบนปริภูมิย่อย (Subspace 

	     Clustering Algorithms)
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	 จากภาพที ่3 K-Means Clustering (KMC) สามารถจำ�แนก

กลุ่มได้ 8 กลุ่มข้อมูล โดยเกรด F มีค่าความถูกต้องใน

การจำ�แนกกลุ่มมากท่ีสุดท่ีระดับร้อยละ 46% เกรด D ร้อยละ 

40 % ตามลำ�ดับ เมื่อพิจารณาประสิทธิภาพในการจัดกลุ่ม

ด้วยค่าความถูกต้องในการจำ�แนกโดยรวมอยู่ที่ระดับ 

ร้อยละ 30%

	 จากภาพที ่4 Hierarchical Clustering Algorithms สามารถ

จำ�แนกกลุ่มได้ 5 กลุ่มข้อมูล โดยเกรด B มีค่าความถูกต้อง

ในการจำ�แนกกลุ่มมากที่สุดที่ระดับร้อยละ 39% เกรด C+ 

ร้อยละ 32 % ตามลำ�ดับ เมื่อพิจารณาประสิทธิภาพใน 

การจัดกลุ่มด้วยค่าความถูกต้องในการจำ�แนกโดยรวมอยู่ที่

ระดับร้อยละ 26%

	 	 3.4.2 การทดสอบประสิทธิภาพในการจัดกลุ่มโดย

ใช้อัลกอริทึมการเลือกลักษณะสำ�คัญแบบพลวัต

	 	 การทดสอบประสิทธิภาพด้วยอัลกอริทึมการเลือก

ลกัษณะสำ�คญัแบบพลวตั (Dynamic Feature Selection: DFS) 

ซึ่งเป็นอัลกอริทึมที่ได้ออกแบบมาสำ�หรับค้นหาตัวแปร 

ภาพที ่  4 ค่าประสิทธิภาพในการจำ�แนกกลุ ่มด้วย

		  Hierarchical Clustering Algorithms

(Feature) ที่ดีที่สุดต่อการจัดกลุ่มของชุดข้อมูล โดยประยุกต์

ใช้อัลกอริทึม K-Means Clustering (KMC), Hierarchical 

Clustering Algorithms (HCA) ในขั้นตอนการทำ�งาน 

ผลการทดสอบประสิทธิภาพแสดงดังภาพที่ 5

	 จากภาพที่ 5 Dynamic Feature Selection Optimization 

K-Means Clustering (DFS-KMC) สามารถจำ�แนกกลุ่มได้ 

7 กลุ่มข้อมูล โดยเกรด B+ มีค่าความถูกต้องในการจำ�แนก

กลุ่มมากที่สุดที่ระดับร้อยละ 78% เกรด D+ ร้อยละ 65% 

ตามลำ�ดับ เมื่อพิจารณาประสิทธิภาพในการจัดกลุ่มด้วย 

คา่ความถกูตอ้งในการจำ�แนกโดยรวมอยูท่ีร่ะดบัรอ้ยละ 46%

	 จากภาพที่ 6 Dynamic Feature Selection Optimization 

Hierarchical Clustering Algorithms (DFS-HCA) สามารถ

จำ�แนกกลุ่มได้ 6 กลุ่มข้อมูล โดยเกรด B+ มีค่าความถูกต้อง

ในการจำ�แนกกลุ่มมากที่สุดที่ระดับร้อยละ 98% เกรด D 

ร้อยละ 72% ตามลำ�ดับ เม่ือพิจารณาประสิทธิภาพใน 

การจัดกลุ่มด้วยค่าความถูกต้องในการจำ�แนกโดยรวมอยู่ที่

ภาพที ่5 คา่ประสทิธภิาพในการจำ�แนกกลุม่ดว้ย DFS-KMC

 ภาพที ่6 คา่ประสทิธภิาพในการจำ�แนกกลุม่ดว้ย DFS-HCA

ภาพที่ 3 ค่าประสิทธิภาพในการจำ�แนกกลุ่มด้วย K-Means 

	   Clustering (KMC)
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ระดับร้อยละ 40%

	 	 3.4.3 การทดสอบประสิทธิภาพในการจัดกลุ่มโดย

ใช้อัลกอริทึมการจัดกลุ่มบนปริภูมิย่อย

	 	 การทดสอบประสทิธภิาพดว้ยอลักอรทิมึการจดักลุม่

บนปริภูมิย่อย (Subspace Clustering Algorithms: SCA) ซึ่ง

เปน็อลักอรทิมึทีไ่ดอ้อกแบบโดยการตอ่ขยายวธิกีารจดักลุม่

แบบเดิม โดยเพิ่มกระบวนการจัดลำ�ดับในการสร้างกลุ่ม

ข้อมูลภายใต้ชุดตัวแปร (Feature Set) ที่เหมาะสมที่สุดกับ

คลาสคำ�ตอบ (Target Class) โดยอัลกอริทึมนี้จะทำ�งาน

ประสานกับอัลกอริทึมการเลือกลักษณะสำ�คัญแบบพลวัต 

(Dynamic Feature Selection: DFS) เพื่อเป็นการเพิ่ม

ประสิทธิภาพในการจำ�แนกกลุ่มให้มากขึ้น ผลการทดสอบ

ประสิทธิภาพแสดงดังภาพที่ 7

ภาพที่ 7 ค่าประสิทธิภาพในการจำ�แนกกลุ่มด้วย DFS-

	     SCA-KMC

	 จากภาพที่ 7 Dynamic Feature Selection Optimization 

Subspace Clustering Algorithms K-Means Clustering  

(DFS-SCA-KMC) สามารถจำ�แนกกลุ่มได้ 8 กลุ่มข้อมูล 

โดยเกรด A มีค่าความถูกต้องในการจำ�แนกกลุ่มมากที่สุด

ที่ระดับร้อยละ 100% เกรด C+ ร้อยละ 98% ตามลำ�ดับ 

เมือ่พจิารณาประสิทธิภาพในการจัดกลุ่มด้วยค่าความถูกต้อง

ในการจำ�แนกโดยรวมอยู่ที่ระดับร้อยละ 83% 

	 จากภาพที่ 8 Dynamic Feature Selection Optimization 

Subspace Clustering Algorithms Hierarchical Clustering 

(DFS-SCA-HCA) สามารถจำ�แนกกลุ่มได้ 8 กลุ่มข้อมูล 

โดยเกรด A มีค่าความถูกต้องในการจำ�แนกกลุ่มมากที่สุด

ที่ระดับร้อยละ 100% เกรด B+ ร้อยละ 98% ตามลำ�ดับ 

เมือ่พจิารณาประสิทธิภาพในการจัดกลุ่มด้วยค่าความถูกต้อง

ในการจำ�แนกโดยรวมอยู่ที่ระดับร้อยละ 94%

4.	 สรปุผลการวิจยัและข้อเสนอแนะ

	 การวิ จั ยชิ้ นนี้  เป็นการนำ � เสนอผลการทดสอบ

ประสทิธภิาพของอลักอรทิมึใหมท่ีใ่ชใ้นการสรา้งแบบจำ�ลอง

การพยากรณ์ ซึ่งประกอบไปด้วยอัลกอริทึม 2 อัลกอริทึม 

ดังนี้  อัลกอริทึมการเลือกลักษณะสำ�คัญแบบพลวัต  

(Dynamic Feature Selection: DFS) และอลักอรทิมึการจำ�แนก

กลุ่มบนปริภูมิย่อย (Subspace Clustering Algorithms)

	 งานวจิยัชิน้นีผู้ว้จิยัเลอืกเกบ็ขอ้มลูจากวชิาทีจ่ดัการเรยีน

การสอนขึ้นในระดับปริญญาตรี ซึ่งเป็นวิชาในกลุ่มศึกษา

ท่ัวไป ท้ัง น้ี ผู้ วิ จัย จึง จัดทำ�ระบบการเ รียนออนไลน์  

(e-Learning) และนำ�ไปใช้ในการจัดการเรียนการสอนแบบ

ผสมผสาน เพือ่เปน็เครือ่งมอืสำ�หรบัรวบรวมขอ้มลูทีเ่กดิขึน้

ตลอด 6 ภาคการศึกษา (2/2553 ถึง 1/2556) มีจำ�นวน 

ผูเ้รยีนทัง้สิน้ 1,605 คน โดยขอ้มลูทีใ่ชส้ำ�หรบัวเิคราะหผ์ูว้จิยั

แบ่งข้อมูลออกเป็น 4 ส่วนดังนี้คือ 1) ข้อมูลที่ได้จาก 

การทดสอบเพ่ือวัดความรู้ความสามารถด้านพุทธิพิสัย  

(Cognitive Domain) 2) คะแนนการทดสอบประจำ�ภาค

การศึกษา 3) ค่าคะแนนการฝึกปฏิบัติ คิดเป็น 25% ของ

คะแนนในรายวิชา และ 4) ข้อมูลทั่วไปของผู้เรียน

	 ผลการวิจัยให้ผลการเปรียบเทียบประสิทธิภาพในด้าน

ความถกูตอ้งของการจดักลุม่ (Correctly Clustered Instances: 

CCI) ที่สำ�คัญดังนี้ อัลกอริทึมการจัดกลุ่มบนปริภูมิย่อย

ที่ทำ�งานร่วมกับ Hierarchical Clustering ให้ค่าความถูกต้อง

ภาพที่ 8 ค่าประสิทธิภาพในการจำ�แนกกลุ่มด้วย DFS-

	     SCA-HCA
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บทความวิจัย : การเปรียบเทียบประสิทธิภาพการจัดกลุ่มข้อมูล โดยวิธีการเลือกลักษณะสำ�คัญแบบพลวัต

เพื่อเพิ่มประสิทธิภาพของอัลกอริทึมการจัดกลุ่มบนปริภูมิย่อย

ในภาพรวมสูงที่สุดที่ระดับร้อยละ 94% คิดเป็นการจำ�แนก

ข้อมูลตามกลุ่มได้ถูกต้อง 1,503 ข้อมูล จาก 1,605 ข้อมูล 

โดยกลุ่มจำ�แนกได้ดีที่สุดคือ A มีค่าความถูกต้องที่ร้อยละ 

100% ลองลงมาได้แก่ อัลกอริทึมการจัดกลุ่มบนปริภูมิย่อย

ที่ทำ�งานร่วมกับ K-Means Clustering ให้ค่าความถูกต้องใน

ภาพรวมที่ระดับร้อยละ 83% คิดเป็นการจำ�แนกข้อมูลตาม

กลุ่มได้ถูกต้อง 1,331 ข้อมูล จาก 1,605 ข้อมูล โดยกลุ่ม

จำ�แนกได้ดีที่สุดคือ A มีค่าความถูกต้องที่ร้อยละ 100% 

ทั้งนี้ทั้ง 2 อัลกอริทึมผ่านกระบวนการสร้างชุดของลักษณะ

สำ�คญั (Feature Set) ดว้ย อลักอรทิมึการเลอืกลกัษณะสำ�คญั

แบบพลวัต (Dynamic Feature Selection: DFS)

	 ผลที่ได้จากการวิจัยในครั้งนี้จะถูกนำ�ไปพัฒนาต้นแบบ

กระบวนการวิเคราะห์ปัจจัยที่ส่งผลต่อผลสัมฤทธิ์ทาง 

การเรียนด้วยกระบวนการจัดกลุ่มข้อมูลโดยวิธีการเลือก

ลักษณะสำ�คัญแบบพลวัตเพื่อเพิ่มประสิทธิภาพของ 

อัลกอริทึมการจำ�แนกกลุ่มบนปริภูมิย่อยต่อไป
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