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Abstract

This paper proposes a comparison of classification
methods of hypothyroid disease prediction using data mining
techniques. A dataset from the UCI repository with the thyroid
disease dataset is used to prepare data with missing value
handling, imbalance class handling, and suitable attribute
selection. Then, the dataset is used to build the model by
comparing the performance of classification methods such as
Multilayer Perceptron, Support Vector Machine, and Decision Tree.
The result shows that the Decision Tree achieves high performance
with an accuracy of 99.61%, which is higher than the Multilayer
Perceptron and Support Vector Machine with an accuracy
0f96.46 % and 92.93%, respectively. In addition, we compared
the result with state-of-the-art, which uses a similar technique to
our proposed method. The result shows that our proposed method
also outperforms previous research. Therefore, we decided to
use Decision tree model for the prototype system development in
hypothyroid disease prediction to support physicians'
decision-making for diagnosis and treatment. Furthermore,
this paper proposes data visualization to help users for primary
risk assessment of a chance of hypothyroid disease to
acknowledge risk before deciding to meet physicians using
demographic information. Therefore, it will reduce the cost of

medical and death rates.

Keywords: Hypothyroid Disease, Data Mining, Comparison of

Classification Methods, Healthcare, Decision Support System.

1. Introduction
Thyroid disease is abnormal in the thyroid gland. Thyroid

patients tend to increase, especially with hypothyroid disease.
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Most patients are women, who have an opportunity of thyroid
disease more than men, especially females older than 40 years.
Hypothyroid disease is divided into 2 states such as primary
hypothyroidism and secondary hypothyroidism. The symptom
indicates hypothyroid disease such as tiredness, pains,
and aches, and gain weight. In addition, side effects from
using certain drugs affect to hormone production of the thyroid
gland such as cardiovascular drugs, mental conditions,
and cancer disease. In addition, thyroidectomy affects to stop
thyroid hormone production [1], [2]. Several researchers use
classification techniques to solve medical [3] - [5].
In particular, research proposes a method for hypothyroid
disease prediction using the classification method. Several
classification techniques are used to build models for hypothyroid
disease prediction, and each research focuses on model building
[6]-[10]. According to literature reviews, most of the research
also lacks a decision support system for primary risk
self-assessment using data visualization. It became the motivation
for our research. Therefore, our hypothesis is to propose
a high-performance model for hypothyroid disease prediction
and show data visualization for decision support in treatment.

This paper proposes a comparison of classification
methods of hypothyroid disease prediction. The thyroid disease
dataset from UCI is used to prepare data for model building
by missing value handling, imbalance class handling,
and appropriated attribute selection. Then, data is used to
build the model by comparing the performance of classification
methods such as Multilayer Perceptron, Support Vector Machine,
and Decision Tree. In addition, our research proposes data
visualization to help users for primary risk self-assessment to

acknowledge primary risk before deciding to meet physicians
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using demographic information to reduce medical costs
and death rate.

The rest section of our research is section 2, which is
related works. Section 3 is the research methodology.
Section 4 is the results and case study. The last section is

the conclusion.

2. Related Works

"Hypothyroidism is thyroid hormone production less than
what is usual in the body, which causes hormone deficiency"
[2],[11]. Several researchers proposed methods for hypothyroid
disease detection. Olalekan, et al. [6] proposed a method for
hypothyroid disease prediction using Ensemble learning with
Bagging. There is comparative Ensemble learning by Bagging
with Decision Tree and Bagging with SimpleCart. The result
shows that the method for hypothyroid disease prediction using
Bagging with Decision Tree achieves an accuracy of 99.60%.
The accuracy of hypothyroid disease prediction using Bagging
with SimpleCart is 99.55%.

Guleria, et al. [7] proposed a method to predict
hypothyroidism using the classification method. Decision Tree,
Random Forest, Naive Bayes Multiclass classifier, and
Deep Learning (ANN) are used to build the model. The result
shows that Decision Tree and Random Forest achieve
hypothyroidism prediction with an accuracy of 99.5758%
and 99.3107%, respectively.

Naeem, et al. [8] proposed hypothyroidism disease prediction
using the classification method. K-Nearest Neighbor, Naive Bayes,
and Support Vector Machine are used to build a model for
hypothyroidism disease prediction. The result shows that
Support Vector Machine achieves an accuracy of 84.72%
when compared to other classifiers.

Kumar, et al. [9] proposed hypothyroid prediction using
the classification method. Decision Tree and Neural Networks are
used to build models for hypothyroid prediction. The result
shows J48 can predict hypothyroid disease with an accuracy
0f 99.58%.

Gothane [10] proposed a method to predict hypothyroidism
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using the classification method. ZeroR classifier is used to
build a model for hypothyroidism prediction. The result shows
that this model can predict hypothyroidism with an accuracy
0f 92.2853 %.

Hongboonmee and Trepanichkul [ 12] proposed a comparative
performance of classification to analyze risk factors that affect
hypothyroid disease prediction with data mining techniques.
There are 3 techniques: Artificial Neural Network, Decision Tree,
and Naive Bayes with a dataset from Phitsanulok Hospital.
The result shows that Artificial Neural Network achieves
an accuracy of 82.97%.

Parimala and Vadivu [13] presented a method to predict
thyroid disease using Support Vector Machine and K-Nearest
Neighbor. This model can predict accuracy.

Lim, etal. [ 14] proposed a method to detect thyroid disease using
the classification method. The dataset is used to prepare data
using featurewiz to select features. Decision Tree, K-Nearest
Neighbor, Logistic Regression, Naive Bayes, Support Vector
Machine, and Ensemble machine learning algorithms
(Random Forest and Extreme Gradient Boost) are used to
build the model. The proposed model can detect thyroid
disease with an accuracy of 99.45%.

Alyas, et al. [15] presented a method for thyroid disease
prediction using Decision Tree, Random Forest, K-Nearest
Neighbor, and Artificial Neural Networks. The result shows that
Random Forest can predict thyroid disease with an accuracy
of 94.8%.

Kurnaz, et al. [16] proposed a method for thyroid disease
prediction using the classification method. The dataset is
prepared using the Non-Sorting Genetic algorithm to select
attributes for model building. Decision Tree, K-Nearest
Neighbor, and Support Vector Machine are used to build a model
for thyroid disease prediction. The result shows that this model
can accurately detect thyroid disease.

Chaganti, et al. [ 17] presented a method for thyroid disease
prediction using the classification method. The dataset is used to
prepare for attribute selection and build the model using RF,

GBM, ADA, LR, and SVM. The result shows that RF archives

11 21 21107 2 nINIAN - SUINAN 2568
Vol. 21, No. 2, July - December 2025



ra

thyroid disease prediction with an accuracy of 99%
when compared to other methods.

Zhang, et al. [18] proposed a framework for comprehensively
understanding thyroid disease using Association rule.
The dataset is used to build a model with Apriori and
the FP-Tree algorithms. The result shows that this model can

create rules to detect thyroid disease.

3. Research Methodology
The model-building process consists of 3 processes to

predict hypothyroid disease, as shown in Figure 1.

Process I

1. Data
Collection

l

2. Data

Preparation

l

2.1 Missing
Value Handling

l

2.2 Imbalance
Class Handling

!

2.3 Attribute
Selection

Process IT

Process ITI
3. Model

building

| |

Model I:
Multilayer
perceptron

Model II: Support
Vector Machine

Model ITI:
Decision tree

Figure 1. The process of model building.

From Figure 1, the model-building process consists of
3 processes: data collection, data preparation, and model-building,
as explained in the next step.

3.1 Data Collection

This research uses a thyroid disease dataset, which is open data

from the UCI repository. Thyroid disease data set collects
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from Garavan Institute in Sydney, Australia [19] using data
of "allhypo". There are 30 attributes (29 attributes and 1 target).
There is a total of 2,800 rows [20].

3.2 Data Preparation

Once we get data, we prepare data, which consists of
3 steps as follows.

1) Missing Value Handling

From the dataset, we found that data has numerous
missing values. We handle missing values using the mode
for nominal and compute the mean for numeric [21].
In addition, we removed 2 attributes: query hyperthyroid TBG
because it does not data 100% and referral source. Therefore,
there are 27 attributes from 29 attributes (2800 rows).

2) Imbalance Class Handling

When we handle missing values, we handle imbalanced
classes. We found that the target class consists of class 0 =2580
and class 1 =220. Therefore, we handle the imbalance class
using SMOTE [21], which increases data by random from
the original dataset to distribute data of small class sizes
and reduce the overfitting of data. There are 2800 rows
(equal number of classes) for model building.

3) Attribute Selection

Once, we handle the imbalance class. We have set
experiments to select suitable attributes for model building.
There are 2 methods for comparing the model performance
by considering accuracy and processing time. The first
method is all attribute selection. The second method is attribute
selection using ClassifierSubsetEval with BestFirst [21].
From our experiment, the result shows that suitable attribute

for model building is shown in Table 1.

Table 1. The comparison results of suitable attribute selection

for model building.
Method Accuracy | Processing time
All attributes (27 attributes) 99.43 % 7.72 seconds
our experiment result
99.61 %* 0.02 seconds*
(16 attributes)

*high accuracy and less processing time
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From Table 1, our experiment result of suitable attribute
selection for model building consists of 16 attributes such as
on thyroxine, query on thyroxine, sick, pregnant, thyroid
surgery, [131 treatment, lithium, goiter, tumor, TSH measured,
TSH, T3, TT4 measured, T4U, FTI measured, and
TBG measured. These attributes have high accuracy and
take less time to process when compared to all attribute selections.
Therefore, we use these attributes for model building.

3.3 Model Building

After, we prepared the data. We build a model to predict
hypothyroid disease by comparison of classification methods
such as Multilayer Perceptron, Support Vector Machine,
and Decision Tree [21], [22]. These techniques were selected to
build the model because they are easy to interpretability,
robust, fast to process, suitable to complex problems,
and high accuracy. Therefore, we use these techniques for
model building. Each classifier sets the parameters as follows.

For Multilayer Perceptron, we have experimented to define
the best parameter for high-performance model building.
We set learning rate = 0.3, momentum = 0.2, hidden layer node =9,
input node = 16, and output node = 2 (yes, no), as shown in

Figure 2.

Input node Hidden layer node ‘Output node

TBG measured . ]

Figure 2. Model for hypothyroid disease prediction using MLP.
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For the Support Vector Machine, we have experimented
in several cases. The result shows that the high-performance
model is a kernel function set (polynomial kernel).

For Decision Tree, we have experimented to build the model.
The result shows that the suitable parameter is J48, confidence
factor = 0.001, and seed = 10.

3.4 Model Performance Measurement

For performance measurement of the model, we use
a confusion matrix (Table 2) to compute measurements such as
Accuracy, Precision, Recall, and F-measure [21], [22]
as shown in Equation 1-4.

Table 2. Confusion matrix [21].

Actual result
True False
Prediction result
True TP FP
False FN TN
. TP
Precision = TP+ FP )
TP
Recall TP+ FN 2)
TP+ TN
Accuracy TP+EN+TN+EP G)
(Precision x Recall) x 2
F-measure = @)

(Precision+Recall)

4. Results and Case Study

4.1 Experimental Result and Discussions

After model building for hypothyroid disease prediction
using data mining techniques, we compared model performance
with 3 techniques: Multilayer Perceptron, Support Vector Machine,
and Decision Tree using a dataset from sample data of a total of
2,800 rows (16 attributes), which is described in section 3.2.
The dataset is divided into a training dataset and a testing
dataset with 5-fold cross-validation. In the model processing,
we use an Intel core i5 Central Processing Unit (CPU)
@3.10GHz and 4 GB RAM processing platform. The result is

shown in Table 3.
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Table 3. The result of model performance measurement with our

proposed model.
Precision Recall F-measure | Accuracy

Multilayer

0.963 0.965 0.962 96.46 %
Perceptron
Support
Vector 0.929 0.929 0.903 92.93%
Machine
Decision

0.996 0.996 0.996 99.61 %*
Tree

*high accuracy

From Table 3, Decision Tree model achieves an accuracy of
99.61% and uses a processing time of 0.02 seconds
when compared to other models. Multilayer Perceptron
and Support Vector Machine have accuracy of 96.46%
and 92.93%, respectively. The result of the model performance
comparison shows that Decision Tree can effectively predict in
several cases such as on antithyroid medication and thyroxine.
This model can detect accuracy. Therefore, we selected Decision
Tree model to develop a prototype system for hypothyroid
disease prediction because it has high accuracy when
compared to other models and conforms to our hypothesis.

In addition, we compared our proposed model and state-of-
the-art, which uses similar techniques to our proposed method.
Guleria, et al. [7] use a public dataset of hypothyroidism.
The dataset is extracted feature to select appropriate attributes
for model building. Decision Tree, Random Forest, Naive Bayes
Multiclass classifier, and Deep Learning based on ANN are
used to build the model. Also, Kumar, et al. [9] use a dataset
from the UCI repository. The dataset's features are extracted
using the dimensionality reduction technique. Appropriated
attributes consist of 12 attributes such as On thyroxine, Pregnant,
TSH measured, TSH, Goitre, T3, TT4 measured, TT4,
Query hypothyroid, Thyroid surgery, and FT1. Decision Tree
and Neural Networks are used to build models. Lim, et al. [14]
use a dataset (demographic data, the characteristics, the mediations
and treatments, different types of hormoneindexes, referral sources)
from Garavan Institute and J. Ross Quinlan, New South Wales

Institute, Sydney, Australia. The dataset is extracted features
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using Featurewiz. Decision Tree, K-Nearest Neighbor,
Logistic Regression, Naive Bayes, Support Vector Classifier,
and ensemble machine learning algorithms (Random Forest
and Extreme Gradient Boost) are used to build the model.
The resulting model performance comparison is shown in Table 4.

Table 4. The result of model performance comparison.

Guleria, | Kumar, et | Lim, et | Our proposed
etal. [7] al. [9] al. [14] model
Accuracy | 99.5758% | 99.58% 99.45% 99.61 %*
Precision NA NA NA 0.996
Recall 0.996 NA NA 0.996
F-measure NA NA 0.99 0.996

*high accuracy
From Table 4, the result shows that our proposed model is

also high performance when compared to previous research.
In conclusion, our proposed model can be applied to predict
hypothyroid disease, which is beneficial for physicians to
support decisions in diagnosis for further treatment.

4.2 Case Study

In this section, we demonstrate a case study to show
the process of our prototype system. We randomly selected
the test dataset in 1 case, as shown in Figure 3.

From Figure 3, we test data in our prototype system to
predict hypothyroid disease. When the system is processed,
the result shows that this case study has a chance of hypothyroid
disease, as shown answer "Yes". Therefore, the user can
acknowledge for preliminary risk estimation.

To make it easier to understand for users and physicians,
we proposed data visualization to present demographic
information, as shown in Figure 4.

From Figure 4, data visualization shows demographic
information to support the decision of preliminary risk
estimation of a chance of hypothyroid disease for the user before
deciding to meet a physician to reduce the cost of medical
and receive timely treatment. For example, the user is female
and age 65 years. She takes thyroxine, is pregnant,
and queries hypothyroid. From these information considerations,
the user has a preliminary risk of a chance of hypothyroid disease.
Therefore, the user should hurry up to meet the physician

for further diagnosis.
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on thyroxine O True (® False tumor ® True O False
query on thyroxine (O) True (® False TSH measured (@) True QO False
sick ® Tree O False TT4 measured (® True O False
pregnant O True (® False FTImeasured (® True O False
thyroid surgery O Truee ® False TBG measured (® True O False
1131 treatment @® Tree O False TSH | 10 [
lithium ® True O False ™ 25 |
goitre ® True O False T4U | 1.17 ]
Predict

Figure 3. Case study of hypothyroid disease prediction.

Demographic
i nfo rm ati (0] NUMBER OF HYPERTHYROIDISM PATIENT CLASSIFIED BY AGE

Classified by SEX

Female Male

Classified by query hypothyroid Classified by Pregnant

Classified by on thyroxine False,
False 1%
12% !

Trued4%

Figure 4. Data visualization for decision support to detect hypothyroid disease.
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5. Conclusion

In this paper, we proposed a model for hypothyroid disease
prediction using Multilayer Perceptron, Support Vector Machine,
and Decision Tree based on a thyroid disease dataset.
Firstly, the dataset is prepared to handle missing values.
Secondly, the dataset deals with the imbalanced class.
Thirdly, the dataset is selected as a suitable attribute
for model building. Lastly, Multilayer Perceptron, Support
Vector Machine, and Decision Tree are used to build models.
From our experiment, Decision Tree has a high accuracy of 99.61%
and uses a processing time of 0.02 seconds compared to other
classifications. Multilayer Perceptron has an accuracy of 96.46%,
and Support Vector Machine has an accuracy of 92.93%.
In addition, we compared our proposed model to previous
research. Guleria, et al. [7], Kumar, et al. [9], and Lim, et al. [14]
use a similar technique to our proposed model. The result
shows that Decision Tree also has high accuracy. Therefore,
we use Decision Tree to develop a prototype system for
hypothyroid disease prediction to support the decision of
physicians for diagnosis and treatment to reduce the death rate.
Moreover, we proposed data visualization for users to estimate
the preliminary risk of a chance of hypothyroid disease before
deciding to meet a physician to reduce costs and receive
timely treatment.

In the future, we plan to develop the system for real use to
reduce the cost and risk of a chance of hypothyroid disease in

the severe stage.
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