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Abstract

The Royal Thai Air Force was one of the nation's Critical

Information Infrastructure (CII) Organizations and has a record
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of cyber intrusions continue throughout the year. Therefore,
researchers presented a new automated cyber intrusion
prediction model using deep learning to resilient in cyber threat
for the Royal Thai Air Force. It was an extension of the Looking
Back Algorithm to increase the accuracy of the predictive model.
In order to predict the future of the Air Force's cyber threat
patterns, researchers used cyber intrusion datasets from
the Air Force that ranging from January 2021 to December 2021
with a total of 241,148 entries. We applied techniques such
as RNN, LSTM, GRU, Bi-LSTM Deep Learning (DL).
We developed the new cyber intrusion prediction model with name
Bi-LSTM Looking Back Risk: Bi-LSTM-LBR. However,
the developed model had high accurate result on test dataset that
compared to other predictive models. In addition, prediction
results had a Mean Absolute Error (MAE) was 0.038,
a Mean Square Error (MSE) was 0.010 and a Root Mean
Square Error (RMSE) was at 0.102.
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Cryptojacking 33,508 13.90%
Web Shell 23,321 10.67%
Botnet 22,334 10.26%
Injection 11,619 5.82%
Brute Force Attack 11,308 5.69%
Dropper 4,245 2.76%
Ransomware 1,205 1.50%
R2L 1,086 1.45%
Worm 579 1.42%
DDoS 500 1.21%
Man in the Middle
Attacks 194 1.08%
Data leak 87 1.04%
Phishing 58 1.02%
Website
41 1.02%

Defacement

Total 241,148 100%
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Train | Validation | Test
Type
70% 15% 15%
Probe 39,376 8,438 8,438
Trojan 29,422 6,305 6,305
Cryptojacking 23,456 5,026 5,026
Web Shell 16,325 3,498 3,498
Botnet 15,634 3,350 3,350
Injection 8,133 1,743 1,743
Brute Force Attack 7,916 1,696 1,696
Dropper 2,971 637 637
Ransomware 843 181 181
R2L 760 163 163
Worm 405 87 87
DDoS 350 75 75
Man in the Middle
136 29 29
Attacks
Data leak 61 13 13
Phishing 40 9 9
Website Defacement 29 6 6
Total 168,804 36,172 36,172
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PoIMILTHUITIEN @TaLLuuﬁwmm:ﬁmuiﬁam@ﬂaﬁfu
MIgLFunIaWenidi Loss avhldeanuianaa
ARav ﬂﬁﬁg@Ius:ﬁiﬂaﬂszuauﬂws Training AULUTNWE
aztlsusnsinminuazanana i des (Bias) 789LA30718)
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WINWAFAYINEY0INITHIw8dd Error @1 fa3
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IWarenaNuRawaa (Loss) maamiﬁwmﬂﬁﬁaﬂﬁq@
wavnndanAuduiozidunisuaasliiimuinaauoy
Fwasansn lisramdaeulansadaanuwaingre

2.5.1 mmwuﬂm@mﬁauﬁ’wyitﬁmﬁm (Mean
Absolute Error: MAE) 1un13ianinuaanatafand
FUNINUBNEIIMIATEIANNARaLAREuITIN Bn e
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&
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MAE fa danuanainfauduyItiafy
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1 o
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t=1
a
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A ' A o @ A
MSE A ANAMNUARIALARDUNINIRDILANE

2.5.3 §131NMI§09289A1AINNARIALAR B
3189 aaamﬁs (Root Mean Squared Error: RMSE)
NMITEN MSE Qﬂﬂﬂﬁﬁé'maam Error v lWdLasy
Waguudadly windasnisliuanisriiwiofean Loss
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1 MSE 13871158091 RMSE G9azvhldisnsunans
FwgeadsrasmuuLThinAansna llainen v 439
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2.6 MWITBTNLITD

Ben Fredj 1évihnsiae L%EN "Cybersecurity Attack
Prediction: A Deep Learning Approach" NANTTIFLWLIN
AT LT 848 IP_Source, IP_Destination I8z Attack_Typet-1
wiagduumsyninmilauailueda snlglunisvung
sWuvumaynnmslmuasliudagiin sxswarildaauuy
uweadan F-Measure gafu WfavhmsnaassiueuuL
YiNT18 MLP, RNN a2 LSTM FITMVUY WY LSTM
ﬁﬁﬂg@ﬁq&] ﬁ‘uq@ﬁa 48 Called CTF (Defcon Capture the Flag
(CTF) Contest)

Xing Fang lavinmsaan L'%iaa "Deep Learning Framework
for Predicting Cyberattacks Rates" HAMTIRLNLIN M3 AL
apduazanamsaieanmslandms lmuasmelaseang
Ussanifinuite BRNN-LSTM dsnavinliisz@ansnm
ANNUIHENFINTINUDLTININ ﬂﬁugma 819 ARIMA

Qi Zhang [31] lavihnsiae L%iad "Multimodel-based
Incident Prediction and Risk Assessment in Dynamic Cybersecurity
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3. 3BAURBNTIVY

K9t Bl dAn R TILTING agmﬁl NUIULLILABONANA
nvloiuairainasrine e §3uau 23 Jluuy
ANt @a”s"lﬁ@”@LﬁaﬂgﬂLLUUﬂ”&JQﬂmmﬁi:uumwﬁu
mIyninniliuas (IDS) vasnasrin omafiaTasule
3w 17 jUuuy deznaudas Tayamaynnme e
Yﬁm’] orlu (Internal Data) WaznN18wdn (External Data) [32]
PiinansznURaNaINaTMe A8aAIUG AWM IATIVFAL
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& a v a & A o oA o
YI'NVL“ITL‘Uaiﬂiuﬂ‘ﬂﬂ’]ﬂiﬂuglmdﬂﬂ LNBAa RN LU

eaaa o

wnsnsyninne loueinangadwinyinmmasay
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NN 4 NILLIRMIRAWSAULLTIW BAILYNIN
milmuasazusisaaniina saulng) 9 fe 1. Data Acquisition
U ITunutayanuanAINIINTZUUIT R T84
NaINN mﬂ’]ﬁﬂ%ﬂ’] ol UaTANUEN 2. Feature Selection
lunsidendayauaznisudsdeynsanidusin g
tolFlun13masas 3. Deep Learning Model 1lusuwos
AALUUYINWIE WAz 4. Future Type of Cyber Threats
\Dushuuaainamsviung lagnsuiwmsnavueazinas
wuusaluaia asnni 4

3.1 msdwImanadgenelnuas

nudspitlgenanudssmalmuefidunitsluen mput
PRIFAUDURUNEY FInsua1anudsInieloied
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NAMALFMNANIZNLYITUULLABANANA (Impact) ﬁﬁugm
41371 OWASP Risk Rating Methodology Methodology [33]
P A IS AT [34] TBIPULEEN
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wdaztsziduanadsslunn g duaunsauuwfaved Trojan 12%
COSO (2012) Risk Assessment in Practice [35] Nasauaau -
. ¢ . o . o Cryptojacking 12%
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v o a v § 0,
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ﬂ’]i‘ﬁl Bi-LSTM Looking Back Risk: Bi-LSTM-LBR
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