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A Content-based Image Retrieval by High-level Features

from Self-supervised Learning of Pre-trained Deep Neural Networks Model

บทคัดัย่่อ
	 งานวิจิัยันี้้�มีวีัตัถุุประสงค์์เพื่่�อพัฒันาตัวัแบบการค้น้คืืน

รููปภาพเชิิงเนื้้�อหา เพื่่�อแก้้ปััญหาช่่องว่่างความหมาย

ที่่�คุณุลักัษณะระดับัต่ำำ��ไม่ส่ามารถสื่่�อความหมายของรูปูภาพ

ได้อ้ย่า่งถูกูต้อ้ง ตัวัแบบที่่�พัฒันาขึ้้�นประกอบด้ว้ย 3 มอดูลู 

ได้แ้ก่่ 1) มอดูลูการสร้า้งชุดุคำำ�อธิบิายรูปูภาพ โดยใช้ต้ัวัแบบ CLIP 

เพื่่�อเรียีนรู้้�ความหมายของรูปูภาพด้ว้ยการเรียีนรู้้�ด้ว้ยตนเอง

จากความสัมัพันัธ์์ระหว่่างรููปภาพกัับข้้อความบรรยาย

รููปภาพจากการฝึึกฝนตัวัเข้า้รหัสัรููปภาพ และตัวัเข้า้รหัสั

ข้อ้ความด้ว้ยค่า่ความคล้า้ยคลึึงโคไซน์์ ก่อ่นจะจัดัเก็บ็ไว้ท้ี่่�ชุดุคำำ�

อธิบิายรูปูภาพ เพื่่�อสร้า้งเป็็นเวกเตอร์ค์ุุณลักัษณะรูปูภาพ  

2) มอดูลูการประมวลผลข้อ้ความค้น้หา เพื่่�อเรียีนรู้้�ความหมาย

ของข้อ้ความ และสร้า้งเป็็นเวกเตอร์ค์ุณุลักัษณะข้อ้ความค้น้หา 

3) มอดูลูการจับัคู่่�เวกเตอร์ด์้ว้ยค่า่ความคล้า้ยคลึึงระหว่า่งเวกเตอร์์

คุณุลักัษณะรูปูภาพ และเวกเตอร์ค์ุณุลักัษณะข้อ้ความค้น้หา 

ก่อ่นจะเรียีงลำำ�ดับัตามความเกี่่�ยวข้อ้ง และแสดงเป็็นผลลัพัธ์์

แก่่ผู้้�ใช้้ ผลการค้้นคืืนรููปภาพบนชุุดข้้อมููล Flickr30k 

แบบไม่ท่ราบจำำ�นวนผลลัพัธ์ท์ี่่�ถูกูต้อ้งมีคี่า่ความครบถ้ว้นเฉลี่่�ย 

ถึึง 0.93 เมื่่�อผลลัพัธ์เ์ป็็น 10 อันัดับัอยู่่�ในระดับัสูงูมาก อย่า่งไรก็ด็ี ี

ยัังพบว่่าอุุปสรรคสำำ�คััญต่่อความถููกต้้องของผลลััพธ์ ์

คืือความแปรผันัของรูปูภาพ เมื่่�อเปรียีบเทียีบผลการค้น้คืืน

รููปภาพกัับชุุดข้้อมููลรููปภาพที่่�ผู้้�วิิจัยัรวบรวมเอง พบว่่า 

ค่า่ความครบถ้ว้นเฉลี่่�ยเป็็นไปในทิศิทางเดียีวกันั และไม่เ่กิดิปัญหา

ที่่�แบบจำำ�ลองมีปีระสิทิธิภิาพจะลดลงเมื่่�อทำำ�งานกับัข้อ้มููล

ที่่�ไม่เ่คยพบมาก่่อน แสดงถึึงตัวัแบบสามารถค้น้คืืนรูปูภาพ

จักัรินิทร์ ์ สันัติริัตันภักัดี ี(Chakkarin  Santirattanaphakdi)*,**  

และศุุภกฤษฏิ์์ �  นิิวัฒันากูลู (Suphakit  Niwattanakul)*

เชิงิเนื้้�อหาได้อ้ย่่างมีปีระสิทิธิภิาพ อีกีทั้้ �งยังัสนัับสนุุนผู้้�ใช้้

ด้ว้ยข้อ้ความค้น้หาในรูปูแบบของภาษาธรรมชาติทิี่่�ยึึดโยง

กับัความหมายของรูปูภาพแทนที่่�จะยึึดตามหลักัไวยากรณ์์

ของภาษา อันัจะเป็็นแนวทางการค้น้คืืนสารสนเทศในอนาคต

 

คำำ�สำำ�คัญั: การค้้นคืืนรููปภาพ การเรีียนรู้้�ด้้วยตนเอง 

คุณุลักัษณะระดับัสูงู โครงข่า่ยประสาทเทียีมเชิงิลึึก

Abstract

	 This research aims to developed a Content-based image 

retrieval model for resolve semantic gaps problem where 

low-level features cannot correctly convey the meaning of images. 

The result of developed model consists of 3 modules: 

1) build the image description set module, it applies a CLIP 

(Contrastive Language-Image Pre-training) to learn the meaning of 

images by self-supervised learning from the relationship 

between images and caption on image encoder and text encoder 

with cosine similarity before collecting to the image description set 

and create to an image feature vector. 2) query processing 

module to learn the meaning of the text and constructs it as 

a query feature vector, and 3) vectors matching module with 

similar values between image feature vectors and query feature 

vectors before sorting by relevance and display the result to 

the user. The result of image retrieval on the Flickr30k dataset 

with order-unaware metric had a mean of recall is 0.93 
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when the result was in the top 10 is very high, but anyway it 

also found that the main barrier to the accuracy of the results 

was image variation. When comparing the image retrieval 

results with the image custom dataset, it was found that 

the average of recall was in the same direction. And there is 

no problem that the model's performance is compromised 

when working with previously unseen data. Demonstrate that 

the model can retrieve content-based images effectively. 

It also supports users with search terms in the form of natural 

language that are based on the meaning of the image rather 

than the grammar of the language. This impact of results is 

a guideline for information retrieval in the future.

Keywords: Image Retrieval, Self-supervised Learning, 

High-Level Features, Deep Neural Network.

1.	 บทนำำ�

	พั ัฒนาการของอุุปกรณ์์ถ่่ายภาพดิิจิิทััลที่่�มีีราคาถููก 

และสะดวกต่อ่การใช้ง้านในลักัษณะอุุปกรณ์์พกพาอย่า่งสมาร์ท์โฟน 

ตลอดจนพฤติิกรรมของผู้้�คนที่่�นิิยมใช้้สื่่�อสังัคมออนไลน์์

ในการแบ่่งปัันเรื่่�องราวและบันัทึึกความทรงจำำ� ก่่อให้เ้กิดิ

รูปูภาพจำำ�นวนมหาศาลบนอินิเทอร์เ์น็็ต ตามข้อ้มูลูของเว็บ็ไซต์ ์

Phototutorial [1] รายงานว่า่มีรีูปูภาพถึึง 1.81 ล้า้นล้า้นภาพ

ในปีี 2023 และจะเพิ่่�มขึ้้�นมากกว่า่ 2 ล้า้นล้า้นภาพในปีี 2025 

โดยในปีี 2030 คาดการณ์์ว่า่จะมีรีูปูภาพทั่่ �วโลกถึึง 2.33 ล้า้นภาพ 

และมีแีนวโน้้มที่่�จะเพิ่่�มมากขึ้้�นอีกีในอนาคต รูปูภาพจำำ�นวน

มหาศาลจึึงเป็็นอุุปสรรคต่่อการค้น้คืืนรูปูภาพ 

	 แนวคิดิการค้น้คืืนรูปูภาพเริ่่�มจากการเปรียีบเทียีบคำำ�สำำ�คัญั 

(Keyword) กับัชื่่�อไฟล์ห์รืือคำำ�อธิบิายภาพ (String Matching) [2] 

แต่่บางครั้้ �งการตั้้ �งชื่่�อไฟล์์ไม่่ตรงกัับเนื้้�อหาของรููปภาพ 

หรืือการใส่ค่ำำ�อธิบิายภาพโดยบุคคลนั้้ �นไม่อ่าจอธิบิายครอบคลุมุ

เนื้้�อหารูปูภาพได้ท้ั้้ �งหมด ทำำ�ให้ผ้ลการค้น้คืืนมีปีระสิทิธิภิาพต่ำำ�� 

ต่อ่มาจึึงมีแีนวคิดิการดึึงเอาคุณุลักัษณะระดับัต่ำำ�� (Low-level 

Features) [2] เช่่น รููปร่่าง สี ีและพื้้�นผิวิในบริเิวณต่่าง ๆ 

ของรููปภาพออกมา เพื่่�อใช้เ้ปรียีบเทียีบกับัคำำ�ค้น้โดยตรง 

โดยไม่่มีีการแปลงให้้อยู่่�ในรููปแบบของข้้อมููลที่่�มนุุษย์์

สามารถเข้า้ใจได้ ้

	 งานวิิจัยัที่่�เกี่่�ยวกัับการค้้นคืืนรููปภาพจากฐานข้้อมููล

โดยทั่่ �วไปจะระบุุภาพคำำ�ถาม (Query Image) [2] เพื่่�อคัดัแยก

คุุณลัักษณะระดัับต่ำำ�� จากนั้้ �นจะนำำ�ไปเปรีียบเทีียบกัับ

คุุณลักัษณะของแต่่ละภาพที่่�เก็บ็ไว้ใ้นฐานข้อ้มููล โดยอาจ

จะพิจิารณาจากค่า่สี ีพื้้�นผิวิ รูปูทรง หรืือจากหลาย ๆ ค่า่ร่ว่มกันั 

หากภาพใดมีคีุณุลักัษณะที่่�ใกล้เ้คียีงกับัภาพคำำ�ถามจะถูกูค้น้คืืน

เป็็นผลลัพัธ์ใ์ห้แ้ก่่ผู้้�ใช้ ้

	 อย่า่งไรก็ต็าม ยังัคงพบว่า่มีขี้อ้จำำ�กัดัหลายประการที่่�ส่ง่ผลต่่อ

ประสิทิธิภิาพของการค้น้คืืนรูปูภาพให้ต้รงความต้อ้งการของผู้้�ใช้ ้

ได้แ้ก่่

	 1) การสืืบค้น้ด้ว้ยภาพคำำ�ถามนั้้ �นผลลัพัธ์ส์่ว่นใหญ่่จะเป็็นภาพ

ที่่�มีีคุุณลักัษณะไม่่ซัับซ้้อนมากนััก เช่่น ภาพชายทะเล 

เมื่่�อแบ่ง่ส่ว่นภาพ (Region Segmentation) ตามโทนสีขีองพื้้�นที่่� [3] 

จะได้ ้2 สีหีลักัคืือ สีฟ้ี้าของน้ำำ��ทะเล และสีเีทาของชายหาด 

ดังัภาพที่่� 1

	 ภาพท่ี่ � 1 ผลลัพัธ์จ์ากการค้น้คืนืรูปูภาพจากคุณุลักัษณะ 

	                ระดับัต่ำำ ��ของตัวัแบบ SIMPLIcity [3]
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	 จากภาพที่่� 1 เมื่่�อเปรียีบเทียีบภาพคำำ�ถามกับัคุณุลักัษณะ

รูปูภาพในฐานข้อ้มูลู ผลลัพัธ์ไ์ม่เ่พียีงจะพบรูปูภาพที่่�มีสีีฟ้ี้า

ของน้ำำ��ทะเล และสีเีทาของชายหาดเท่า่นั้้ �น แต่ย่ังัพบรูปูภาพอื่่�น 

เช่น่ หิมิะ ก้อ้นเมฆ หรืือสิ่่�งปลูกูสร้า้งที่่�มีสีีเีทา ร่ว่มกับัสีฟ้ี้า

ของท้อ้งฟ้้าร่่วมเป็็นผลลัพัธ์์ เน่ื่�องจากตัวัแบบไม่่สามารถ

พิจิารณาความเหมืือนกับัภาพคำำ�ถามด้ว้ยคุณุลักัษณะระดับัต่ำำ��

เพียีงอย่า่งเดียีวได้ ้

	 2) ผู้้�ใช้จ้ำำ�นวนไม่น้่้อยที่่�ขาดความชำำ�นาญในการใช้ค้ำำ�ค้น้ 

ส่ว่นใหญ่่มักัใช้ค้ำำ�หลักั (Keyword) เพียีง 1-2 คำำ�ในการค้น้หา

ในแต่ล่ะครั้้ �ง ประกอบกับับางอัลักอริทิึึมยังัไม่เ่อื้้�อต่อ่การค้น้หา

ด้ว้ยข้อ้ความในรูปูแบบภาษาธรรมชาติ ิ(Natural Language) 

เกิิดเป็็นผลลััพธ์์จำำ�นวนมากทั้้ �งที่่�ตรงกัับความต้้องการ 

และไม่ต่รงกับัความต้อ้งการของผู้้�ใช้้

	 3) ปริมิาณผลลัพัธ์ท์ี่่�มากเกินิไปอาจทำำ�ให้ผู้้้�ใช้เ้สียีเวลา

ในการคัดัเลืือกรูปูภาพที่่�ตรงกับัความต้อ้งการ ซึ่่�งเป็็นได้น้้้อยมาก

ที่่�ผู้้� ใ ช้้จ ะ เลืือกดูู รููปภาพทั้้ �งหมดจากผลการค้้นคืืน 

จึึงเป็็นการเสียีโอกาสสำำ�หรับัผู้้�ใช้ห้ากมีรีูปูภาพบางส่ว่นที่่�ไม่ถู่กูเรียีกดูู

	 เน่ื่�องจากพฤติกิรรมการค้น้หาของผู้้�ใช้น้ั้้ �นจะใช้เ้นื้้�อหา

หรืือคอนเซ็ป็ต์ใ์นรูปูภาพเป็็นหลักั จึึงอาจเกิดิปัญหาช่อ่งว่า่ง

ความหมาย (Semantic Gap) เน่ื่�องจากคุุณลักัษณะเหล่่านี้้�

มิไิด้้สื่่�อความหมายที่่�แท้้จริงิของรููปภาพ เกิดิเป็็นแนวคิดิ

ที่่�มุ่่�งแปลความหมายจากคุณุลักัษณะระดับัต่ำำ��เป็็นคุณุลักัษณะ

ระดับัสูงู (High-level Features) เพื่่�อระบุุถึึงวัตัถุุ (Object) 

หรืือเหตุุการณ์์ (Event) ของรูปูภาพ เป็็นที่่�มาของการค้น้คืืน

รูปูภาพเชิงิเนื้้�อหา (Content-based Image Retrieval: CBIR) [2]

	ปั จจุุบันัมีแีนวคิดิเกี่่�ยวกับัการสร้า้งตัวัแปลความหมาย

ระดับัสูงู (High-level Interpretation) เพื่่�อเชื่่�อมโยงคุณุลักัษณะ

ระดับัต่ำำ��ของรูปูภาพไปสู่่�คุณุลักัษณะระดับัสูงู โดยประยุกุต์์

หลายศาสตร์บ์ูรูณาการร่ว่มกันั เพื่่�อแก้ปั้ัญหาช่อ่งว่า่งความหมาย 

และสร้า้งดัชันีีรองรับัการแปลความหมายระดับัสูงู แต่่พบว่า่

ยังัไม่ม่ีแีนวคิดิใดที่่�สามารถให้ค้วามหมายของภาพได้อ้ย่า่งเพียีงพอ 

และมีขี้อ้จำำ�กัดัมากมายเมื่่�อต้อ้งรับัมืือกับัเนื้้�อหาจำำ�นวนมาก ดังันั้้ �น 

ผลลัพัธ์ข์องการค้น้คืืนรูปูภาพจึึงยังัห่า่งไกลจากความคาดหวังั

ของผู้้�ใช้้

2.	 ทฤษฎีีและงานวิิจัยัที่่�เก่ี่�ยวข้้อง

	 งานวิิจััยนี้้� ได้้ศึึกษาทฤษฎีีและงานวิิจััยที่่�เกี่่�ยวข้้อง

ตามกรอบการพัฒันาแบบจำำ�ลองการค้น้คืืนรูปูภาพเชิงิเนื้้�อหา

จากเรียีนรู้้�ด้ว้ยตนเอง โดยใช้ต้ัวัแบบโครงข่า่ยประสาทเทียีมเชิงิลึึก

ที่่�ถูกูฝึึกฝนล่ว่งหน้้า ดังัภาพที่่� 2

ภาพท่ี่ � 2 กรอบการพัฒันาแบบจำำ�ลองการค้น้คืนืรูปูภาพ 

	 	 เชิงิเนื้้�อหาจากเรียีนรู้้�ด้ว้ยตนเอง โดยใช้ต้ัวัแบบ 

	 	 โครงข่า่ยประสาทเทียีมเชิงิลึกึที่่ �ถูกูฝึึกฝนล่ว่งหน้้า

	 2.1 คุณุลักัษณะระดับัต่ำำ��ของรูปูภาพ

	คุ ณุลักัษณะระดับัต่ำำ��ของรูปูภาพ ที่่�มักันำำ�มาใช้ใ้นการค้น้คืืน

รูปูภาพเชิงิเนื้้�อหา แบ่ง่ออกเป็็น 2 ประเภทคืือ 

		  2.1.1 คุณุลักัษณะแบบโกลบอล (Global Features) [4] 

เป็็นคุณุลักัษณะแบบรวม ๆ ไม่เ่จาะจง จุดุเด่น่คืือความง่า่ย 

ไม่ซ่ับัซ้อ้น และประมวลผลได้ร้วดเร็ว็ ประกอบด้ว้ย 

			   2.1.1.1 คุณุลักัษณะสี ี (Color Features) เป็็น

คุุณลัักษณะสำำ�คััญในการค้้นคืืนรููปภาพ คุุณลัักษณะสีี

คำำ�นวณตามช่อ่งว่า่งสี ี(Color Spaces) ระบบสีทีี่่�นิิยม ได้แ้ก่่ 

ระบบสี ี RGB (Red Green Blue) ใช้แ้สดงผลทางจอภาพ 

ระบบสี ีCMYK (Cyan Magenta Yellow Black) ที่่�ใช้ใ้นงานพิมิพ์ ์

และระบบสี ีHSV (Hue Saturation Value) ซึ่่�งสามารถแยก

องค์ป์ระกอบสีอีอกจากความเข้ม้ของแสงได้ ้จึึงใกล้เ้คียีงกับั

การรับัรู้้�ของมนุุษย์ม์ากที่่�สุดุ

			   2.1.1.2 คุณุลักัษณะรูปูทรง (Shape Features) 

ใช้ก้ารแยกรููปทรงออกจากพื้้�นที่่�หรืือขอบเขต (Region or 

Boundary) เพื่่�อระบุุวัตัถุุ การแปลความหมายจะแตกต่า่งกันั

ไปตามมาตราส่ว่น
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ของตัวัแบบโครงข่า่ยประสาทเทียีมเชิงิลึกึที่่�ถูกูฝึึกฝนล่ว่งหน้้า

			   2.1.1.3 คุณุลักัษณะลักัษณะพื้้�นผิวิ (Texture 

Features) เป็็นคุณุลักัษณะที่่�เห็น็ได้ช้ัดัเจน แต่่ไม่ส่ามารถระบุุ

คุณุลักัษณะได้ด้้ว้ยความเข้ม้ หรืือรหัสัสี ีมักัใช้ใ้นการค้น้คืืน

รูปูภาพและการจดจำำ�รูปูแบบ แต่่ยังัมีขี้อ้จำำ�กัดัในการวิเิคราะห์์

พื้้�นผิวิ คืือปััญหาความซับัซ้อ้นในการคำำ�นวณ และความไว

ต่่อสัญัญาณรบกวน 

			   2.1.1.4 คุณุลักัษณะข้อ้มูลูเชิงิพื้้�นที่่� (Spatial 

Information Feature) ซึ่่�งเกี่่�ยวข้้องกับัตำำ�แหน่่งของวัตัถุุ

ในภาพสองมิติิ ิใช้ร้่ว่มกับัคุณุลักัษณะอื่่�น ๆ  เพื่่�อแปลความหมาย

เป็็นคุณุลักัษณะระดับัสูงู

		  2.1.2 คุณุลักัษณะแบบโลคอล (Local Features) [5] 

เป็็นคุณุลักัษณะเฉพาะของแต่่ละส่ว่นในรูปูภาพ ได้แ้ก่่

			   2.1.2.1 SIFT (Scale Invariant Feature Transform) 

เป็็นคุณุลักัษณะที่่�ไม่เ่ปลี่่�ยนแปลงตามมาตราส่ว่น จากการหา

จุดุสำำ�คัญัในรูปูภาพ (Keypoints) แสดงเป็็นเว็ก็เตอร์ข์นาด 128 

มักัใช้จ้ำำ�แนกประเภทข้อ้มูลูภาพ เน่ื่�องจากมีปีระสิทิธิภิาพ

ต่อ่การหมุนุภาพ และการปรับัขนาดภาพ อย่า่งไรก็ด็ี ียังัมีขี้อ้เสียี

คืือใช้ห้น่่วยความจำำ�จำำ�นวนมาก และมีคี่า่ใช้จ้่า่ยในการคำำ�นวณสูงู 

			   2.1.2.2 SURF (Speeded-up Robust Features) 

เป็็นตััวบ่่งชี้้�คุุณลัักษณะที่่�มีีประสิิทธิิภาพสููงกว่่า SIFT 

โดยใช้เ้ทคนิิคการลดขนาด จึึงใช้เ้วลาน้้อยกว่า่ในการคำำ�นวณ

คุุณลัักษณะ และจััดทำำ�ดััชนีีตามสััญลัักษณ์ Laplacian 

อย่่างไรก็็ตาม จะมีปีระสิทิธิิภาพลดลงเมื่่�อเกิิดการหมุุน 

(Poorly in Rotation)

			   2.1.2.3 LBP (Local Binary Pattern) ใช้เ้ทคนิิค

เปรีียบเทีียบพิิกเซลกลางกัับ 8 พิิกเซลโดยรอบ จึึงมีี

ประสิทิธิภิาพสููงเน่ื่�องจากไม่่แปรผันักับัการเปลี่่�ยนแปลง

แบบโมโนโทนิกิในโทนสีเีทา (Monotonic Transformations in 

the Grayscale) แต่่มีขี้้อจำำ�กัดัคืือจะสููญเสียีข้้อมููลเชิงิพื้้�น

ของคุณุลักัษณะแบบโกลบอล

	 2.2 ข้้อความบรรยายรูปูภาพ (Caption) 

	ก ารอธิบิายเนื้้�อหาของภาพด้ว้ยข้อ้ความบรรยายรูปูภาพ 

นำำ�ไปใช้ก้ับัการมองเห็น็ของคอมพิวิเตอร์ ์และการประมวลผล

ภาษาธรรมชาติ ิส่ว่นใหญ่่จะใช้เ้ฟรมเวิริ์ก์ตัวัเข้า้รหัสั-ตัวัถอดรหัสั 

โดยที่่�รููปภาพอิินพุุตจะถููกเข้้ารหัสัเป็็นตััวแทนสื่่�อกลาง 

ของข้อ้มูลูในภาพ จากนั้้ �นจึึงถอดรหัสัเป็็นลำำ�ดับัข้อ้ความอธิบิาย

	 2.3 การเตรียมข้้อมูลูก่่อนการประมวลผล (Pre-processing)

		  2.3.1 การสร้า้งรูปูภาพใหม่จ่ากการดัดัแปลงรูปูภาพ

ต้น้ฉบับั (Image Augmentation) [6] เช่น่ การบิดิ ตัดั หมุนุ 

เปลี่่�ยนสี ี ทำำ�ภาพให้ม้ืืดลงหรืือสว่่างขึ้้�น หรืือใส่่ตัวัรบกวน 

(Noise) ลงไป เช่น่ เพิ่่�มรูปูสุนุัขัที่่�เห็น็เพียีงช่ว่งครึ่่�งของหน้้า 

รูปูสุนุัขัที่่�ถูกูหมุนุ รูปูสุนุัขัที่่�ถูกูปรับัแสง หรืือรูปูสุนุัขัที่่�มีสีิ่่�งปกปิด

หรืือรบกวน เป็็นต้น้ รูปูสุนุัขัเหล่า่นี้้�จะทำำ�ให้แ้บบจำำ�ลองจดจำำ�

สิ่่�งที่่�ไม่่จำำ�เป็็นได้้ยากขึ้้�น และจดจำำ�คุุณลัักษณะสำำ�คััญ

ของภาพสุนุัขัได้ด้ีขีึ้ ้�น เช่น่ รูปูทรงของตา จะมีลีักัษณะทรงกลม

หรืือทรงรีสีีดีำำ� ขนาดใดก็ไ็ด้ ้เป็็นต้น้ เพื่่�อแก้ปั้ัญหา Overfitting 

เน่ื่�องจากประสิทิธิภิาพความแม่น่ยำำ�ของตัวัแบบการเรียีนรู้้�

เชิงิลึึกนั้้ �นขึ้้�นกับัปริมิาณข้อ้มูลูเป็็นปััจจัยัสำำ�คัญัอันัดับัหนึ่่�ง

		  2.3.2 การทำำ�ความสะอาดข้อ้ความ และการกำำ�หนด

มาตรฐานข้อ้ความ (Text Cleansing and Text Normalization) 

เน่ื่�องจากข้อ้ความบรรยายรูปูภาพที่่�นำำ�มาจากอินิเทอร์เ์น็็ต

มักัจะอยู่่�ในรูปูแบบที่่�ไม่เ่ป็็นระเบียีบ (Messy Data) [7] ดังันั้้ �น

จึึงต้อ้งกำำ�หนดรูปูแบบอักัขระ (Regular Expression) เพื่่�อให้ข้้อ้มูลู

อยู่่�ในรูปูแบบที่่�เหมาะสมต่่อการนำำ�ไปประมวลผล งานวิจิัยันี้้�

ถืือว่า่ข้อ้ความทั้้ �งหมดมีผีลต่่อการกำำ�หนดคุณุลักัษณะระดับัสูงู

ของรูปูภาพ จึึงไม่ม่ีกีระบวนการกำำ�จัดัคำำ�หยุดุ เป็็นไปในทิศิทาง

เดียีวกับัแนวโน้้มการกำำ�จัดัคำำ�หยุดุที่่�มีจีำำ�นวนคำำ�ลดลงเรื่่�อย ๆ  

จนในปััจจุบุันัแนวคิดิการเรียีนรู้้�เชิงิลึึกไม่ม่ีกีารกำำ�จัดัคำำ�หยุดุเลย 

อย่า่งไรก็ต็าม การเตรียีมข้อ้มูลูก่่อนการประมวลผลยังัคงกำำ�จัดั

เครื่่�องหมายต่า่ง ๆ  และเปลี่่�ยนตัวัอักัษรเป็็นตัวัพิมิพ์เ์ล็ก็ทั้้ �งหมด 

ตลอดจนปรับัโครงสร้า้งข้อ้ความบรรยายรููปภาพให้อ้ยู่่�ใน

เซลล์เ์ดียีวกันัทั้้ �งประโยคก่่อนจะนำำ�ไปประมวลผล

	 2.4 ตัวัแบบ CLIP ที่่�ถูกูฝึึกฝนล่่วงหน้้า

	 Radford และคณะ [8] นำำ�เสนอตัวัแบบ CLIP (Contrastive 

Language–Image Pre-training) ที่่�เป็็นตัวัแบบโครงข่่าย

ประสาทเทีียมเชิิงลึึกที่่�ถููกฝึึกฝนล่่วงหน้้าจากคู่่�รููปภาพ 

และข้้อความในรููปแบบภาษาธรรมชาติิบนอิินเทอร์์เน็็ต

จำำ�นวน 400 ล้า้นคู่่� พัฒันาโดย OpenAI เผยแพร่ใ่นลักัษณะ

ซอฟต์แ์วร์โ์อเพนซอร์ซ์ (Opensource) ดังัภาพที่่� 3 การทำำ�งาน

ประกอบด้ว้ย 3 ขั้้  �นตอน ได้แ้ก่่

	 1) การฝึึกฝนตัวัแบบล่ว่งหน้้าแบบคอนทราสต์ ์[9] เพื่่�อฝึึกฝน

ตัวัเข้า้รหัสัรูปูภาพ และตัวัเข้า้รหัสัข้อ้ความด้ว้ยค่า่ความคล้า้ยคลึึง

เชิงิมุุมโคไซน์์ [10] ระหว่่างรููปภาพและข้อ้ความบรรยาย

รูปูภาพคู่่�เดียีวกันั ให้ม้ีคี่า่เข้า้ใกล้ก้ับั 1 มากขึ้้�น และขยับัตัวัแทน

ของรููปภาพ และข้อ้ความบรรยายรููปภาพคู่่�ที่่�แตกต่างกันั 

ให้ค้่า่ความคล้า้ยคลึึงลดลงเรื่่�อย ๆ จนมีคี่า่เข้า้ใกล้ก้ับั 0 
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ภาพท่ี่ � 3 การทำำ�งานของตัวัแบบ CLIP ที่่ �ถูกูฝึึกฝนล่ว่งหน้้า [8]

	 2) การสร้า้งตัวัแยกประเภทชุดุข้อ้มูลูจากข้อ้ความป้้ายกำำ�กับั 

(Create Dataset Classifier from Label Text) โดยฝังอ็อ็บเจกต์ค์ลาส

ลงในข้อ้ความบรรยายรูปูภาพ (Object Classes into Captions) 

จากภาพที่่� 3 อ็็อบเจกต์์คลาสที่่�ฝัังเป็็นข้อ้ความบรรยาย

รูปูภาพ คืือ "a photo of a dog" เพื่่�อนำำ�ไปใช้ใ้นการค้น้คืืน

รูปูภาพต่่อไป

	 3) การพยากรณ์์ข้อ้มูลูแบบไม่ม่ีตีัวัอย่า่ง (Use for Zero-shot 

Prediction) เป็็นการฝึึกฝนแบบจำำ�ลองให้ส้ามารถจัดัหมวดหมู่่�

วัตัถุุที่่�ไม่่เคยเรียีนรู้้�มาก่่อนคล้า้ยกับัมนุุษย์ท์ี่่�สามารถแยก

ประเภทสิ่่�งของที่่�แตกต่า่งกันัได้โ้ดยที่่�ไม่เ่คยเห็น็มาก่อ่น [11] 

โดยนำำ�รูปูภาพที่่�ผ่า่นตัวัเข้า้รหัสัรูปูภาพ เพื่่�อสร้า้งเวกเตอร์ฝั์ังตัวั 

(Embedding Vector) เพื่่�อวัดัความคล้า้ยคลึึงเชิงิมุุมโคไซน์์

ระหว่า่งเวกเตอร์ก์ารฝัังของรูปูภาพ และเวกเตอร์ก์ารฝัังข้อ้ความ 

โดยค่า่ที่่�มีคีวามคล้า้ยคลึึงโคไซน์์สูงูสุดุคืือระดับัที่่�คาดการณ์์ไว 

จากภาพที่่� 3 ผลลัพัธ์ท์ี่่�มีคีวามคล้า้ยคลึึงสูงูสุดุจากการพยากรณ์์

จะเป็็น "รูปูภาพสุนุัขั (a photo of a dog)"

	 งานวิจิัยันี้้�ประยุกุต์ใ์ช้ต้ัวัแบบ CLIP ที่่�ถูกูฝึึกฝนล่ว่งหน้้า

เป็็นโมเดลพื้้�นฐาน (Baseline Model) ในการสกัดัคุณุลักัษณะ

โกลบอล และคุณุลักัษณะโลคอลจากรูปูภาพ ร่ว่มกับัข้อ้ความ

บรรยายรููปภาพผ่่านการเตรียีมข้อ้มูลูก่่อนการประมวลผล 

ด้ว้ยการฝึึกฝนแบบคอนทราสต์ต์ามแนวคิดิเรียีนรู้้�ด้ว้ยตนเอง

เพื่่�อแปลความหมายเป็็นคุณุลักัษณะระดับัสูงูและสร้า้งดัชันีี

คุณุลักัษณะ (Index Object) สำำ�หรับัการค้น้คืืนรูปูภาพเชิงิเนื้้�อหา 

ก่อ่นจะเก็บ็ไว้ใ้นชุดุคำำ�อธิบิายรูปูภาพ (Image Description Set)

	 2.5 การเรีียนรู้้�ด้วยตนเอง

	ก ารเรียีนรู้้�ด้ว้ยตนเอง (Self-supervised Learning) [12] 

เป็็นรููปแบบการเรีียนรู้้�แบบไม่่มีีผู้้�สอนบนชุุดข้้อมููลแบบ

ติดิป้ายกำำ�กับัอัตัโนมัตัิ ิ (Automatically Labeled) เน่ื่�องจาก

แบบจำำ�ลองมีีการเรีียนรู้้�จากข้้อมููลที่่�ไม่่จำำ�เป็็นต้้องมีี

ป้้ายกำำ�กับัล่่วงหน้้า แต่่ต้้องมีป้ี้ายกำำ�กับัสำำ�หรับัการค้น้หา  

และใช้ป้ระโยชน์์จากความสัมัพันัธ์ ์(Relations) หรืือความเกี่่�ยวข้อ้ง 

(Correlations) ระหว่า่งคุณุสมบัตัิขิองข้อ้มูลูอินิพุตุที่่�แตกต่า่งกันั 

โดยบังัคับัให้แ้บบจำำ�ลองเรียีนรู้้�การแสดงความหมายเกี่่�ยวกับัข้อ้มูลู

ด้้วยการเรียีนรู้้�ความสัมัพันัธ์์ระหว่่างรููปภาพกับัข้อ้ความ

ภาษาธรรมชาติ ิแทนที่่�จะเรียีนรู้้�ภายใต้ค้ลาสที่่�จำำ�กัดัอย่า่งสุนุัขั

หรืือแมวเช่น่เดิมิ เมื่่�อตัวัแบบได้ร้ับัการฝึึกฝนจากข้อ้ความ

ทั้้ �งประโยคจะส่ง่ผลให้ต้ัวัแบบสามารถเรียีนรู้้�สิ่่�งต่า่ง ๆ  ได้ม้ากขึ้้�น 

และสามารถค้น้หารููปแบบความสัมัพันัธ์บ์างอย่่างระหว่่าง

รูปูภาพกับัข้อ้ความด้ว้ยการเรียีนรู้้�ด้ว้ยตนเอง จากนั้้ �นชุดุความรู้้� 

(Knowledge) ที่่�เป็็นผลลัพัธ์จ์ากการเรียีนรู้้�จะถูกูถ่ายโอนการเรียีนรู้้�

ไปยังัแบบจำำ�ลองเพื่่�อใช้ส้ำำ�หรับังานหลักั (Main Task)

	 จากภาพที่่� 4 แนวคิดิการทำำ�ความเข้า้ใจรูปูภาพจากการเรียีนรู้้� 

คุุณลักัษณะเฉพาะของแต่่ละรููปภาพ เช่่น รููปภาพสุุนััข 

จากนั้้ �นจะฝึึกฝนตัวัแบบให้เ้รียีนรู้้�เพื่่�อจดจำำ�รูปูภาพสุนุัขัอื่่�น ๆ  

ที่่�มีรีูปูแบบหรืือโครงสร้า้งที่่�เหมืือนกันั เช่่นเดียีวกับัเรียีนรู้้�

ของเด็ก็ที่่�แม้ย้ังัไม่ส่ามารถสื่่�อสาร หรืือเข้า้ใจภาษาได้ดู้รููปูสุนุัขั 

แล้ว้ให้เ้ลืือกว่่าภาพใดคล้า้ยคลึึงมากที่่�สุุดเมื่่�อเปรียีบเทียีบ

กับัรูปูภาพสัตัว์ต์่า่ง ๆ  เป็็นไปได้ม้ากที่่�เด็ก็จะเลืือกรูปูภาพสุนุัขั

ได้้อย่่างถููกต้้อง จะเห็็นได้้ว่่าการเรีียนรู้้�ด้้วยตนเองนั้้ �น

ไม่จ่ำำ�เป็็นต้อ้งติดิป้ายกำำ�กับัเพื่่�อแบ่ง่คลาสใด ๆ  เหมืือนเรียีนรู้้�

แบบมีผีู้้�สอน (Supervised Learning) ดังันั้้ �นจึึงถูกูนำำ�มาใช้ก้ับั

การฝึึกฝนแบบคอนทราสต์ ์เพื่่�อฝึึกฝนแบบจำำ�ลองให้ส้ามารถ

จัดัหมวดหมู่่�วัตัถุุที่่�ไม่เ่คยเห็น็มาก่่อน (Zero-shot Prediction) [13] 

คล้า้ยกับัมนุุษย์ท์ี่่�สามารถแยกประเภทสิ่่�งของที่่�แตกต่า่งกันัได้้

โดยที่่�ไม่ม่ีกีารสอนหรืือเรียีนรู้้�มาก่่อน

	 2.6 การค้้นคืืนรูปูภาพเชิิงเนื้้�อหา

	ก ารค้น้คืืนรูปูภาพด้ว้ยคุณุลักัษณะระดับัต่ำำ�� เช่น่ สี ีรูปูทรง 

พื้้�นผิวิ และพื้้�นที่่� ซึ่่�งเป็็นคุณุลักัษณะแบบรวม ๆ ไม่เ่จาะจง
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หรืือคุณุลักัษณะแบบโกลบอลร่ว่มกับัคุณุลักัษณะแบบโลคอลนั้้ �น 

การแปลความหมายจึึงต้้องใช้้หลายคุุณลักัษณะร่่วมกันั 

เช่่น รููปทรงกลมสีสี้ม้ หากอยู่่�บริเิวณด้า้นบนของรููปภาพ

อาจถูกูตีคีวามว่า่เป็็นดวงอาทิติย์ ์ซึ่่�งความเป็็นจริงิแล้ว้อาจเป็็น

ไข่แ่ดงของไข่ด่าว หรืือแม้แ้ต่ลู่กูบาสเก็ต็บอลก็เ็ป็็นได้ ้ดังันั้้ �น

ผลลัพัธ์จ์ึึงมีปีระสิทิธิภิาพไม่สู่งูเท่า่ที่่�ควร เน่ื่�องจากคุณุลักัษณะ

ระดับัต่ำำ��เหล่่านี้้�  ไม่่สามารถสื่่�อความหมายของรููปภาพ

ได้อ้ย่า่งถูกูต้อ้งเรียีกว่า่ปััญหาช่อ่งว่า่งความหมาย 

	 อย่่างไรก็ด็ี ี พฤติกิรรมการค้น้หาของผู้้�ใช้จ้ะใช้เ้นื้้�อหา

ภาพท่ี่ � 4 แนวคิดิการเรียีนรู้้�ด้ว้ยตนเองเปรียีบเทียีบกับัแนวคิดิ 

	 	 การเรียีนรู้้�แบบมีผีู้้�สอน

หรืือคอนเซ็ป็ต์ใ์นรูปูภาพเป็็นหลักั เป็็นที่่�มาของแนวคิดิการค้น้คืืน

รูปูภาพจากเนื้้�อหาที่่�มุ่่�งเชื่่�อมโยงคุณุลักัษณะระดับัต่ำำ��ของรูปูภาพ

ให้ก้ลายเป็็นคุณุลักัษณะระดับัสูงู เพื่่�อระบุุถึึงวัตัถุุหรืือเหตุุการณ์์

ของรูปูภาพในรูปูแบบของข้อ้มูลูที่่�มนุุษย์ส์ามารถเข้า้ใจได้ ้[14]

	ปั จจุุบันัการค้น้คืืนรููปภาพเชิงิเนื้้�อหาทำำ�งานได้้อย่่างมีี

ประสิทิธิภิาพ จากการค้น้หาภาพในฐานข้อ้มูลูที่่�มีคีุณุลักัษณะ

คล้้ายคลึึงกับัคำำ�ค้้นหามาแสดงเป็็นผลลัพัธ์์ ดังัภาพที่่� 5 

ผลลัพัธ์จ์ากการค้น้คืืนด้ว้ยข้อ้ความ "a dog running on a snow" 

จะเป็็นรูปูภาพที่่�ระบุถุึึงวัตัถุุหรืือเหตุุการณ์์ที่่�เป็็นเนื้้�อหาหลักั

ของรูปูภาพ

ภาพท่ี่ � 5 การค้น้คืนืรูปูภาพจากคุณุลักัษณะระดับัสูงู

	 2.7 งานวิิจัยัที่่�เก่ี่�ยวข้้อง

	 แนวคิดิที่่�มุ่่�งเชื่่�อมโยงคุุณลักัษณะระดับัต่ำำ��ของรููปภาพ

ให้ก้ลายเป็็นคุณุลักัษณะระดับัสูงู จำำ�แนกตามเทคนิิค และวิธิีกีาร

เป็็น 6 กลุ่่�ม ได้แ้ก่่

	 1) การตอบกลับัของผู้้�ใช้้ (Relevance Feedback) [15] 

ว่่ามีขี้อ้มููลใดบ้้างที่่�ตรงกับัสิ่่�งที่่�กำำ�ลังัค้น้หาอยู่่�เป็็นผลลัพัธ์์
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ในการค้้นหาครั้้ �งแรก เพื่่�อปรับัปรุุงผลลัพัธ์์ในครั้้ �งต่่อไป

ให้ต้รงกับัความต้อ้งการของผู้้�ใช้ม้ากยิ่่�งขึ้้�น

	 2) การค้น้คืืนรููปภาพหลายระดับั (Multi-Level Image 

Retrieval) โดยแทนที่่�คุุณลักัษณะของภาพด้้วยคำำ�อธิบิาย

ที่่�เป็็นลำำ�ดับัชั้้ �น (Hierarchical Image Analysis) [16] ที่่�ง่า่ยต่่อ

การทำำ�ความเข้า้ใจเช่น่เดียีวกับัการรับัรู้้�ของมนุุษย์ ์

	 3) การใช้ค้ำำ�อธิบิายภาพ (Annotation) [17] ที่่�พิจิารณา

ความสัมัพันัธ์ข์องรูปูภาพที่่�มีคีวามเกี่่�ยวข้อ้งกันั แม้ว้่า่จะมีี

คุุณลักัษณะระดับัต่ำำ��ที่่�แตกต่่างกันั เช่่น รููปภาพของรถ 

และถนนที่่�มีสีีหีรืือพื้้�นผิวิที่่�ต่า่งกันั แต่่ถืือว่า่มีคีวามสัมัพันัธ์ก์ันั 

เน่ื่�องจากรถเป็็นพาหนะที่่�ใช้บ้นท้อ้งถนน เป็็นต้น้ หรืือเรียีกว่า่

ออนโทโลยี ี(Ontology) [18]

	 4) การใช้แ้ม่แ่บบเชิงิความหมาย (Semantic Template: ST) [19] 

เพื่่�อสร้า้งตัวัแทนคุณุลักัษณะ (Representative Feature) ต่า่ง ๆ  

ของรูปูภาพ ซึ่่�งผู้้�ใช้ต้้อ้งมีคีวามรู้้�เกี่่�ยวกับัคุณุลักัษณะรูปูภาพ

อย่า่งลึึกซึ้้�ง จึึงยากต่่อการใช้ง้านปกติ ิ

	 5) การใช้ข้้อ้ความเพื่่�อเรียีนรู้้�การค้น้คืืนรูปูภาพ (Using Text to 

Teach Image Retrieval) [20] จากข้อ้มูลูที่่�ปรากฏบนเว็บ็เพจ 

เช่น่ ข้อ้ความโดยรอบ ลิงิก์ ์แท็ก็ หรืือคำำ�อธิบิายร่ว่มกันัแปล

ความหมายคุณุลักัษณะรูปูภาพ 

	 6) การจัดักลุ่่�มข้อ้มูลูด้ว้ยการเรียีนรู้้�ของเครื่่�อง (Machine 

Learning Classification) ปััจจุบุันัพัฒันาเป็็นการเรียีนรู้้�เชิงิลึึก 

(Deep Learning) [21] ซึ่่�งวิเิคราะห์แ์ละจำำ�แนกคุณุลักัษณะรูปูภาพ

ได้อ้ย่่างมีปีระสิทิธิภิาพกว่่าการเรียีนรู้้�ของเครื่่�องแบบเดิมิ

เป็็นอย่า่งมาก

3.	 วิิธีีดำำ�เนิินการวิิจัยั 

	 งานวิจิัยันี้้�ประยุุกต์์ใช้้แนวคิดิการพัฒันาแอปพลิเิคชันั

แบบเร่ง่รัดั (Rapid Application Development model: RAD 

model) [22] มาเป็็นกรอบในการพัฒันาตัวัแบบ ประกอบด้ว้ย 

4 ขั้้  �นตอน ได้แ้ก่่ 

	 1) การวางแผนความต้อ้งการ (Requirement Planning) 

แม้ก้ารเรียีนรู้้�เชิงิลึึกมีบีทบาทสำำ�คัญัต่่อการประมวลผลรูปูภาพ 

แต่่ปััจจุบุันัยังัพบปััญหาหลายประการ ได้แ้ก่่ 

		  1.1) ต้อ้งการชุดุข้อ้มูลูฝึึกฝนในปริมิาณที่่�เพียีงพอ [23] 

เพื่่�อป้้องกันัปััญหา Overfitting ที่่�ตัวัแบบมีปีระสิทิธิภิาพสูงู

ในการจำำ�แนกข้อ้มูลูกับัชุดุข้อ้มูลูทดสอบ แต่ป่ระสิทิธิภิาพจะลดลง

เมื่่�อทำำ�งานกับัข้อ้มูลูที่่�ไม่เ่คยพบมาก่่อน (Poor real-world Performance)

		  1.2) การสร้า้งชุดุข้อ้มูลูฝึึกฝนที่่�มีคีุณุภาพนั้้ �นมีตี้น้ทุนุ

มหาศาล (Costly Datasets) [24] เน่ื่�องจากต้้องใช้้มนุุษย์์

ในการติดิป้ายกำำ�กับั (Data Labeling) 

		  1.3) ตัวัแบบจะถูกูฝึึกฝนบนชุดุข้อ้มูลูที่่�มีลีักัษณะตายตัวั 

ไม่ส่ามารถเปลี่่�ยนแปลงได้ร้ะหว่า่งการเรียีนรู้้� หากมีกีารเปลี่่�ยนแปลง

ต้อ้งเริ่่�มเรียีนรู้้�ใหม่ต่ั้้ �งแต่่ต้น้ 

	 จากปัญหาดังักล่า่วเป็็นที่่�มาของการใช้ง้านตัวัแบบที่่�ถูกูฝึึกฝน

ล่ว่งหน้้า (Pre-trained) ด้ว้ยเทคนิิคถ่่ายโอนการเรียีนรู้้� (Transfer 

Learning) และการปรับัแต่่งพารามิเิตอร์ ์ (Fine-tuning) [25] 

แล้ว้เรียีนรู้้�ซ้ำำ�� (Retrain Network) บนชุดุข้อ้มูลูที่่�กำำ�หนดเอง 

เพื่่�อลดภาระการฝึึกฝนตัวัแบบจากเดิิมที่่�ต้้องการข้้อมููล

จำำ�นวนมาก อีกีทั้้ �งมีปีระสิทิธิภิาพดีกีว่า่ตัวัแบบที่่�ถูกูสร้า้งขึ้้�นมาเอง

ตั้้ �งแต่่ต้น้ การพัฒันาตัวัแบบการค้น้คืืนรููปภาพเชิงิเนื้้�อหา

ด้ว้ยคุณุลักัษณะระดับัสูงูจากการเรียีนรู้้�ด้ว้ยตนเองของตัวัแบบ

โครงข่า่ยประสาทเทียีมเชิงิลึึกที่่�ถูกูฝึึกฝนล่ว่งหน้้า เพื่่�อแก้ปั้ัญหา

ช่อ่งว่า่งความหมาย และสนับัสนุุนผู้้�ใช้ด้้ว้ยคำำ�ค้น้หาในรูปูแบบ

ภาษาธรรมชาติทิี่่�ยึึดโยงกับัความหมายของรูปูภาพแทนที่่�จะยึึดตาม

ไวยากรณ์์ของภาษา อันัจะเป็็นแนวทางการค้น้คืืนสารสนเทศ

ในอนาคต

	 2) การออกแบบ (Design) งานวิจิัยันี้้�ประยุกุต์ใ์ช้ต้ัวัแบบ CLIP 

เพื่่�อเรียีนรู้้�ความสัมัพันัธ์ร์ะหว่า่งรูปูภาพกับัข้อ้ความบรรยาย

รูปูภาพที่่�อยู่่�ในลักัษณะภาษาธรรมชาติ ิแทนที่่�จะเรียีนรู้้�ภายใต้้

คลาสที่่�จำำ�กัดัเช่น่เดิมิอย่า่งสุนุัขัหรืือแมว ดังันั้้ �น เมื่่�อตัวัแบบ

ได้ร้ับัการฝึึกฝนทั้้ �งประโยค จะส่ง่ผลให้ต้ัวัแบบสามารถเรียีนรู้้�

สิ่่�งต่า่ง ๆ  ได้ม้ากขึ้้�น และค้น้หารูปูแบบความสัมัพันัธ์บ์างอย่า่ง

ระหว่า่งรูปูภาพกับัข้อ้ความด้ว้ยการเรียีนรู้้�ด้ว้ยตนเอง ดังัภาพที่่� 6 

	ก ารออกแบบโครงข่า่ยงานหลักั เพื่่�อสร้า้งชุุดคำำ�อธิบิาย

รูปูภาพแบ่ง่ออกเป็็น 3 มอดูลู ได้แ้ก่่

	 1) มอดููลการจัดัการชุุดข้อ้มููล (Dataset Management 

Modules) งานวิจิัยันี้้�เรียีกใช้ชุ้ดุข้อ้มูลู Flickr30k บน Google 

Colaboratory ประกอบด้ว้ย

		  1.1) การจัดัการกับัรูปูภาพด้ว้ยการสร้า้งรูปูภาพใหม่่

จากการดัดัแปลงรูปูภาพต้น้ฉบับั เช่น่ การบดบังัรูปูภาพบางส่ว่น 

การแยกภาพออกเป็็นส่ว่นย่อ่ย ๆ  หรืือการปรับัภาพให้อ้ยู่่�ใน

โหมดสีเีทา เป็็นต้น้ เพื่่�อแก้ปั้ัญหา Overfitting ด้ว้ยการเพิ่่�มจำำ�นวน

ชุดุข้อ้มูลูฝึึกสอนให้ต้ัวัแบบจดจำำ�คุณุลักัษณะสำำ�คัญัของรูปูภาพ

ได้ด้ียีิ่่�งขึ้้�น

		  1.2) การจัดัการกับัข้อ้ความบรรยายรููปภาพด้้วย
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ของตัวัแบบโครงข่า่ยประสาทเทียีมเชิงิลึกึที่่�ถูกูฝึึกฝนล่ว่งหน้้า

การกำำ�จัดัเครื่่�องหมายต่า่ง ๆ  และเปลี่่�ยนเป็็นตัวัอักัษรพิมิพ์เ์ล็ก็

ทั้้ �งหมด ตลอดจนปรับัข้อ้ความให้อ้ยู่่�ในรูปูแบบที่่�เหมาะสม

ต่่อการใช้ง้าน

	 2) มอดูลูการสร้า้งตัวัเข้า้รหัสั (Build the Encoder Modules) 

ประกอบด้ว้ย 

		  2.1) ตัวัเข้า้รหัสัรูปูภาพ (Image Encoder) ด้ว้ยตัวัแบบ 

ViT-B/32 [26] สำำ�หรับัการสกัดัคุณุลักัษณะรูปูภาพตามแนวคิดิ

ของสถาปััตยกรรม Transformer ที่่�ทำำ�งานกัับข้้อความ 

แต่่นำำ�มาปรับัใช้ก้ับัรูปูภาพ (Vision Transformer) จากการ

เปรียีบเทียีบความสัมัพันัธ์ร์ะหว่า่งแพทช์ ์(Patches) เพื่่�อคำำ�นวณหา

ผังัคุุณลักัษณะในการหาความสัมัพันัธ์์กับับริเิวณทั้้ �งภาพ

จากการสร้า้งคอนโวลููชันัฟิิลเตอร์ ์768 ตัวัขนาด 32*32*3 

ใช้แ้พทช์ข์นาด 32*32 หากอินิพุตุเป็็นรูปูภาพสี ีต้อ้งคูณู 3 เข้า้ไป 

เพราะแต่่ละพิกิเซลจะมีขี้อ้มูลูความสว่า่ง 3 สี ีคืือ สีแีดง เขียีว 

และน้ำำ��เงินิ และเข้้ารหัสัขนาด 768 เป็็นอาร์์เรย์์ 7*7*3 

โดยผลลัพัธ์จ์ากการเข้า้รหัสัรูปูภาพแต่ล่ะภาพจะประกอบด้ว้ย

	 	 ภาพท่ี่ � 6 การออกแบบโครงข่า่ยงานหลักั  

	 	 	  เพื่่ �อสร้า้งชุดุคำำ�อธิบิายรูปูภาพ

คุณุลักัษณะโกลบอล และคุณุลักัษณะโลคอล โดยจะแปลงเป็็น

เวกเตอร์ร์ูปูภาพขนาด 2048

		  2.2) ตัวัเข้า้รหัสัข้อ้ความ (Text Encoder) ด้ว้ยโมเดลภาษา 

DistilBERT [27] เริ่่�มจากนำำ�ข้อ้ความบรรยายรูปูภาพมาแยก

เป็็นโทเค็น็ (Token) กำำ�หนดรหัสัโทเค็น็ และสร้า้งมาสก์ร์ะบุุ

ความสนใจ (Attention Masks) ที่่�เป็็นเทนเซอร์ข์นาดเท่า่กับั

รหัสัโทเค็น็ ประกอบด้ว้ยเลข 1 ที่่�แปลว่า่โทเค็น็ในตำำ�แหน่่งนั้้ �น ๆ  

จำำ�เป็็นต้อ้งพิจิารณา ปกติจิะเป็็นคำำ�หลักัที่่�ใช้ใ้นการสื่่�อความหมาย

ของประโยค ตรงกันัข้า้มกับัโทเค็น็ในลักัษณะคำำ�ที่่�พบบ่อ่ย ๆ 

ในประโยคแต่่ไม่ค่่อ่ยช่ว่ยในการสื่่�อความหมายของข้อ้ความ

จะถููกแทนด้้วยเลข 0 จะไม่่ถููกพิจิารณาความหมายบน 

Attention Layers ของโมเดล จากนั้้ �นจะเพิ่่�มโทเค็น็ CLS 

เพื่่�อใช้แ้ทนตำำ�แหน่่งเริ่่�มต้น้ของข้อ้มูลู และโทเค็น็ SEP คั่่ �นกลาง

ระหว่า่งประโยค เพื่่�อกำำ�หนดจุดุเริ่่�มต้น้ และจุดุสิ้้�นสุดุของประโยค

สำำ�หรับัสร้า้งเวกเตอร์ต์ัวัแทน (Vector Representation) [28] 

ในการฝึึกฝนตัวัเข้้ารหัสัข้้อความเพื่่�อเรียีนรู้้�ความหมาย

โดยรวมของข้้อความบรรยายรููปภาพแต่่ละประโยค 

จากนั้้ �นทำำ�การฝัังข้อ้ความ (Text Embedding) เพื่่�อแปลงให้เ้ป็็น

เวกเตอร์ข์นาด 768 

	 3) มอดููลการเรีียนรู้้�แบบคอนทราสต์์บนพื้้�นที่่�การฝััง

หลายรูปูแบบ (Contrastive Learning on Multi-modal Embedding 

Space Modules) [29] โดยเรียีกใช้ ้Projection Head ในการเปลี่่�ยน

ขนาดเวกเตอร์เ์ป็็น 256 เพื่่�อเรียีนรู้้�แบบคอนทราสต์ร์ะหว่า่ง

ตัวัเข้า้รหัสัรูปูภาพ และตัวัเข้า้รหัสัข้อ้ความด้ว้ยค่า่ความคล้า้ยคลึึง

โคไซน์์ (Cosine Similarity) เมื่่�อคู่่�ของรูปูภาพ และข้อ้ความ

บรรยายรููปภาพที่่�ถููกต้้องจะมีีค่่าเข้้าใกล้้กัับ 1 มากขึ้้�น 

ในขณะที่่�คู่่�ที่่�ไม่ถู่กูต้อ้งมีคี่า่เข้า้ใกล้ก้ับั 0 จากนั้้ �นกำำ�หนดคียี์์

ของรูปูภาพเก็บ็ไว้ใ้นชุดุคำำ�อธิบิายรูปูภาพ (Image Description 

Set) ร่ว่มกับัคียี์ข์องข้อ้ความบรรยายรูปูภาพ เพื่่�อใช้ใ้นการ

เรียีกรูปูภาพมาแสดงผล ดังัภาพที่่� 7

	 3) การสร้า้ง (Construction) แบบจำำ�ลองการค้น้คืืนรูปูภาพ

เชิงิเนื้้�อหาพัฒันาขึ้้�นด้ว้ยการเขียีนโปรแกรมภาษาไพธอน 

แสดงผลการทำำ�งาน และปฏิิสัมัพันัธ์์กับัผู้้�ใช้้บน Google 

Colaboratory สำำ�หรับัเขียีน และเรียีกใช้ภ้าษาไพธอนบนคลาวด์ ์

งานวิจิัยันี้้�เรียีกใช้ง้านตัวัแบบ CLIP ที่่�ถููกฝึึกฝนล่่วงหน้้า 

รุ่่�น ViT-B/32 แบบดั้้ �งเดิมิ ตั้้ �งค่า่แบบ Zero-shot เรียีนรู้้�ด้ว้ยตนเอง

แบบคอนทราสต์บ์นชุดุข้อ้มูลูรูปูภาพ Flickr30k เพื่่�อประเมินิ

ประสิทิธิภิาพการค้น้คืืนรูปูภาพเชิงิเนื้้�อหาเปรียีบเทียีบกับั
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ของตัวัแบบโครงข่า่ยประสาทเทียีมเชิงิลึกึที่่�ถูกูฝึึกฝนล่ว่งหน้้า

ชุดุข้อ้มูลูที่่�ผู้้�วิจิัยัรวบรวมเอง (Custom Dataset) เพื่่�อป้้องกันัปััญหา 

Overfitting กำำ�หนดเนื้้�อหาเป็็นรูปูภาพบุคุคลตามคำำ�ค้น้หาใน 

4 โดเมน ได้แ้ก่ ่1) บุคุคลกับัการแต่ง่กายและเครื่่�องประดับัต่า่ง ๆ  

2) บุคุคลในอิริิยิาบถต่า่ง ๆ  3) บุคุคลในสถานที่่� และทิวิทัศัน์์ต่า่ง ๆ  

และ 4) บุุคคลกับัสิ่่�งของต่่าง ๆ ดังัภาพที่่� 8

ภาพท่ี่ � 7 การเรียีนรู้้�แบบคอนทราสต์์

ภาพท่ี่ � 8 ตัวัอย่า่งรูปูภาพบุุคคลและคำำ�ค้น้หาใน 4 โดเมน

	 4) การทดสอบและการกลับัมาตรวจสอบซ้ำำ�� (Testing and 

Turnover) งานวิจิัยันี้้�วัดัประสิทิธิภิาพการค้้นคืืนรููปภาพ

แบบไม่่เรียีงลำำ�ดับัความเกี่่�ยวข้อ้งด้้วยมาตรวัดัออฟไลน์์ 

(Offline Metric) แบบไม่่ทราบจำำ�นวนผลลัพัธ์์ที่่�ถููกต้้อง 

(Order-Unaware Metric) ที่่�มักัใช้้ประเมินิผลการค้้นคืืน

สารสนเทศขนาดใหญ่่บนเว็บ็ไซต์ ์[30] ด้ว้ยค่า่ความครบถ้ว้น 

(Recall) ที่่�เป็็นอัตัราส่ว่นของรูปูภาพที่่�เกี่่�ยวข้อ้งที่่�ถูกูค้น้คืืน

ออกมาจากจำำ�นวนรูปูภาพที่่�เกี่่�ยวข้อ้งทั้้ �งหมด กำำ�หนดจำำ�นวน

ผลลัพัธ์จ์ากการค้น้คืืนเป็็น 3, 5 และ 10 รูปูภาพ แทนด้ว้ย k 

ดังัสมการที่่� 1

	 อย่่างไรก็็ดี ี การค้้นคืืนรููปภาพเชิงิเนื้้�อหานั้้ �นยากที่่�จะ

ประเมินิผลความถูกูต้อ้ง จึึงเป็็นที่่�มาของการให้ผู้้้�เชี่่�ยวชาญ 

เข้า้มาร่ว่มเป็็นส่ว่นหนึ่่�งในการประเมินิความถูกูต้อ้งของการ

แสดงผลลััพธ์์แต่่ละครั้้ �ง กำำ�หนดข้้อความค้้นหาภายใต้้

เงื่่�อนไขคำำ�ค้้นสั้้ �น ๆ เกี่่�ยวกัับแนวคิิดระดับัสููงของภาพ 

(Query by high level concepts of the images) จำำ�นวน 100 รายการ 

จากนั้้ �นให้้ผู้้�เชี่่�ยวชาญ 4 ท่่านร่่วมประเมินิความถููกต้้อง

ทีลีะรูปูภาพแบบเป็็นอิสิระต่่อกันั ดังัภาพที่่� 9 ตัวัอย่า่งผลลัพัธ์์

จากข้อ้ความค้น้หา "a dog running on snow" จำำ�นวน 10 รูปูภาพ

ที่่�ผู้้�เชี่่�ยวชาญท่า่นที่่� 1 ประเมินิว่า่ถูกูต้อ้งจำำ�นวน 7 จาก 10 รูปูภาพ

	 ภาพท่ี่ � 9 ผลลัพัธ์จ์ากการค้น้คืนืรูปูภาพ 10 รายการ 

	 	       ที่่ �ผ่า่นการประเมินิความถูกูต้อ้ง

	 จากภาพที่่� 9 ผลการประเมินิด้้วยค่่าความครบถ้้วน

จากการค้น้คืืนรูปูภาพ 10 รายการ ดังัตารางที่่� 1

ตารางท่ี่ � 1 ผลการประเมินิด้ว้ยค่า่ความครบถ้ว้นจากการ 

	 	     ค้น้คืนืรูปูภาพ 10 รายการ

ลำำ�ดับั ค่่าความครบถ้วน

รูปูภาพที่่� 1    1/7 = 0.14

รูปูภาพที่่� 2    2/7 = 0.29

รูปูภาพที่่� 3    3/7 = 0.43 

รูปูภาพที่่� 4    3/7 = 0.43

รูปูภาพที่่� 5    4/7 = 0.57

รูปูภาพที่่� 6    5/7 = 0.71

รูปูภาพที่่� 7   6/7 = 0.86

รูปูภาพที่่� 8    6/7 = 0.86

รูปูภาพที่่� 9    7/7 = 1.00

รูปูภาพที่่� 10   7/7 = 1.00
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ของตัวัแบบโครงข่า่ยประสาทเทียีมเชิงิลึกึที่่�ถูกูฝึึกฝนล่ว่งหน้้า

	 จากตารางที่่� 1 ผลการประเมินิผลลัพัธ์จ์ากการค้น้คืืนรูปูภาพ 

พบว่า่ ค่า่ความครบถ้ว้นที่่� R@1, R@5 และ R@10 เท่า่กับั 0.14, 

0.57 และ 1.00 ตามลำำ�ดับั โดยตัวัเลขเหล่า่นี้้� คืือเปอร์เ์ซ็น็ต์์

ของคำำ�ตอบที่่�ถูกูต้อ้งที่่�อยู่่�ในภาพจากการค้น้คืืนอันัดับั 3, 5 

และ 10 อันัดับัแรกที่่�เกี่่�ยวข้อ้งกับัข้อ้ความค้น้หาตามลำำ�ดับั 

อย่า่งไรก็ด็ี ีค่า่ความครบถ้ว้นจะเพิ่่�มขึ้้�นเรื่่�อย ๆ ตามจำำ�นวน

การค้น้คืืน (k) ที่่�มากขึ้้�น และขอบเขตของการค้น้คืืนที่่�เพิ่่�มมากขึ้้�น 

ไม่่ว่่าผลลัพัธ์์นั้้ �นจะถููกต้้องหรืือไม่่ถููกต้้องก็็ตาม จากนั้้ �น

ดำำ�เนิินการทดสอบจนครบทั้้ �ง 100 รายการทั้้ �งสองชุดุข้อ้มูลู 

รวมเป็็นค่า่ความครบถ้ว้นเฉลี่่�ยของตัวัแบบ

4.	 ผลการดำำ�เนิินงาน 

	 งานวิิจััยนี้้�แบ่่งผลการดำำ�เนิินงานออกเป็็น 2 ส่่วน 

ตามวัตัถุุประสงค์ ์ ได้แ้ก่่ 1) เพื่่�อพัฒันาตัวัแบบการค้น้คืืน

รูปูภาพเชิงิเนื้้�อหา และ 2) เพื่่�อประเมินิประสิทิธิภิาพการค้น้คืืน

รูปูภาพ มีรีายละเอียีดดังันี้้�

	 4.1 ผลการพัฒันาตัวัแบบการค้้นคืืนรูปูภาพเชิิงเนื้้�อหา

	ตั ัวแบบการค้้นคืืนรููปภาพเชิิงเนื้้�อหาในงานวิิจััยนี้้� 

ดังัภาพที่่� 10 ประกอบด้ว้ย 3 มอดูลู ได้แ้ก่ ่มอดูลูการสร้า้งชุดุคำำ�

อธิบิายรูปูภาพ มอดููลการประมวลผลคำำ�ค้น้หา และมอดููล 

การจับัคู่่�เวกเตอร์ ์มีรีายละเอียีดดังันี้้�

	 ภาพท่ี่ � 10 ภาพรวมกระบวนการทำำ�งานของแบบจำำ�ลอง 

	 	         การค้น้คืนืรูปูภาพเชิงิเนื้้�อหา

	 1) มอดูลูการสร้า้งชุดุคำำ�อธิบิายรูปูภาพ (Build the Image 

Description Set Module) จากการใช้ต้ัวัแบบ CLIP ที่่�ถูกูฝึึกฝน

ล่่วงหน้้ามาเรีียนรู้้�ความหมายของรููปภาพบนชุุดข้้อมููล 

Flickr30k กำำ�หนด 1 รูปูภาพต่่อ 5 ข้อ้ความบรรยายรูปูภาพ 

ดังันั้้ �นจึึงมีคีวามเป็็นไปได้ท้ี่่�จะมีรีูปูภาพที่่�เหมืือนกันัมากกว่า่ 

1 รูปูพร้อ้มคำำ�บรรยายที่่�คล้า้ยกันัอยู่่�ในชุดุข้อ้มูลูนี้้� จึึงต้อ้งฝึึกฝน

ตัวัแบบด้ว้ยค่า่ความคล้า้ยคลึึงโคไซน์์ โดยคำำ�นึึงถึึงการเรียีนรู้้� 

ที่่�จะแยกการเป็็นตัวัแทนแต่ล่ะตัวัออกจากกันั ด้ว้ยการคำำ�นวณ 

ดอตโปรดัคั (Dot Product) ตามหลักัพีชีคณิติเชิงิเส้น้ (Linear 

Algebra) จากการคููณรายการที่่�ตรงกันัและหาผลรวมของ

เวกเตอร์ร์ูปูภาพ และเวกเตอร์ข์้อ้ความบรรยายภาพแต่่ละคู่่� 

ดงนั้้ �นหากเป็็นเวกเตอร์ค์ู่่�เดียีวกันัจะมีคี่า่สูงู ตรงกันัข้า้มเวกเตอร์์

คู่่�ที่่�แตกต่่างกันัจะมีคี่า่ความคล้า้ยคลึึงต่ำำ��นั่่ �นเอง ผลลัพัธ์ค์ืือ

ค่่า Logits Score ที่่�เกิิดจากการแทนค่่าความคล้้ายคลึึง

ของเวกเตอร์ ์(Similar Vectors Representations) กรณีทีี่่�ดีทีี่่�สุดุ

จะมีคี่า่ 1.0 ก่อ่นจะนำำ�มาผสานเป็็นคุณุลักัษณะใหม่ข่องรูปูภาพ

แล้ว้สร้า้งเป็็นดัชันีีคุณุลักัษณะ (Index Object) จัดัเก็บ็ไว้ท้ี่่�ชุดุคำำ�

อธิบิายรูปูภาพ เพื่่�อสร้า้งเป็็นเวกเตอร์ค์ุุณลักัษณะรูปูภาพ 

(Image Feature Vector) ต่่อไป

	 2) มอดูลูการประมวลผลข้อ้ความค้น้หา (Search Query 

Processing Module) โดยใช้้ตััวเข้้ารหััสข้้อความค้้นหา 

เพื่่�อสร้า้งเวกเตอร์ข์้อ้ความค้น้หา (Query Feature Vector) 

นำำ�ไปเปรียีบเทียีบกันัด้ว้ยค่า่ความคล้า้ยคลึึงในขั้้ �นตอนต่่อไป

	 3) มอดูลูการจับัคู่่�เวกเตอร์ ์ (Vector Matching Module) 

ระหว่่างเวกเตอร์์คุุณลัักษณะรููปภาพ และเวกเตอร์์

คุุณลัักษณะข้้อความค้้นหา เพื่่�อนำำ�มาเปรีียบเทีียบค่่า

ความคล้า้ยคลึึงของเวกเตอร์บ์นพื้้�นที่่�การฝัังหลายรููปแบบ 

(Multi-modal Embedding Space) สำำ�หรับัเปลี่่�ยนขนาดเวกเตอร์์

อินิพุตุให้ม้ีมีิติิเิท่า่กันั ก่่อนจะเรียีงลำำ�ดับัตามความเกี่่�ยวข้อ้ง 

ก่อ่นจะนำำ�มาคิวิรีกีับัดัชันีีคุณุลักัษณะของแต่ล่ะรูปูภาพที่่�ถูกูจัดัเก็บ็

อยู่่�ในชุดุคำำ�อธิบิายรูปูภาพ และแสดงเป็็นผลลัพัธ์ก์ารค้น้คืืน

รูปูภาพตามบริบิทของเนื้้�อหาแก่่ผู้้�ใช้ ้

	 4.2) ประเมิินประสิิทธิิภาพการค้้นคืืนรูปูภาพ

	 งานวิจิัยันี้้�ประเมินิประสิทิธิภิาพการค้น้คืืนรูปูภาพด้ว้ย

ค่่าความครบถ้้วนแบบไม่่ทราบจำำ�นวนผลลัพัธ์์ที่่�ถููกต้้อง  

โดยสุ่่�มคำำ�บรรยายรูปูภาพที่่�มาพร้อ้มกับัชุดุข้อ้มูลูภายใต้ค้ำำ�ค้น้สั้้ �น ๆ  

เกี่่�ยวกับัแนวคิดิระดับัสููงของภาพ จำำ�นวน 100 รายการ 

กำำ�หนดรูปูภาพที่่�แสดงผลเป็็น 3, 5, และ 10 รูปูภาพต่อ่ 1 ข้อ้ความค้น้หา 
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ของตัวัแบบโครงข่า่ยประสาทเทียีมเชิงิลึกึที่่�ถูกูฝึึกฝนล่ว่งหน้้า

จากนั้้ �นให้ผู้้้�เชี่่�ยวชาญ 4 ท่า่นร่ว่มประเมินิความถูกูต้อ้งทีลีะรูปูภาพ

แบบเป็็นอิสิระต่่อกันั ดังัตารางที่่� 2 ตัวัอย่า่งผลลัพัธ์จ์ากการ

ค้้นคืืนรููปภาพทั้้ �ง  4 โดเมนจากชุุดข้้อมููล Flickr30k 

ที่่�ผ่า่นการประเมินิความถูกูต้อ้งโดยผู้้�เชี่่�ยวชาญท่า่นที่่� 1

ตารางท่ี่ � 2 ตัวัอย่า่งผลลัพัธ์จ์ากการค้น้คืนืรูปูภาพทั้้ �ง 4 โดเมน 

	 	      จากชุดุข้อ้มูลู Flickr30k

จำำ�นวน

รูปูภาพ

ข้้อความค้้นหา

the man 
wearing a 
sunglasses

the man 
sitting on 
a

the man 
walking on 
the beach

the man 
playing  
a guitar

3

ลำำ�ดับั

5

ลำำ�ดับั

10

ลำำ�ดับั

	 จากตารางที่่� 2 เมื่่�อตรวจสอบผลการประเมิินจาก

ผู้้�เชี่่�ยวชาญทั้้ �ง 4 ท่า่น กำำ�หนดเงื่่�อนไขหากรูปูภาพใดมีผีลการประเมินิ

จากผู้้�เชี่่�ยวชาญเป็็นถูกูต้อ้งทั้้ �งหมด จะถืือว่า่รูปูภาพนั้้ �นถูกูต้อ้ง 

เท่า่กับั 1 คะแนน ในทางกลับักันั หากรูปูภาพใดถูกูผู้้�เชี่่�ยวชาญ

ประเมินิว่า่ไม่ถู่กูต้อ้งแม้เ้พียีงท่า่นเดียีว จะถืือว่า่รูปูภาพนั้้ �น

ไม่ถู่กูต้อ้ง เท่า่กับั 0 คะแนน ก่อ่นจะคำำ�นวณเป็็นค่า่ความครบถ้ว้น 

ดังัตารางที่่� 3 ผลการประเมินิประสิทิธิภิาพการค้น้คืืนรูปูภาพ

ด้ว้ยค่า่ความครบถ้ว้นจำำ�นวน 3, 5 และ 10 รูปูภาพ จากชุดุข้อ้มูลู 

Flickr30k จำำ�นวน 31,783 รูปูภาพ เปรียีบเทียีบกับัชุดุข้อ้มูลู

ที่่�ผู้้�วิจิัยัรวบรวมเอง จำำ�นวน 24,999 รูปูภาพ

ตารางท่ี่ � 3 ผลการประเมินิประสิทิธิภิาพการค้น้คืนืรูปูภาพ 

	 	     ด้ว้ยค่า่ความครบถ้ว้น

ผู้้�เชี่่�ยวชาญ
Flickr30k Dataset Custom Dataset

k@3 k@5 k@10 k@3 k@5 k@10

ท่า่นที่่� 1 0.53 0.81 0.87 0.40 0.70 0.80

ท่า่นที่่� 2 0.68 0.90 0.96 0.49 0.78 0.85

ท่า่นที่่� 3 0.70 0.92 0.95 0.50 0.79 0.86

ท่า่นที่่� 4 0.72 0.91 0.95 0.49 0.76 0.86

ค่่าเฉลี่่�ย 0.66 0.88 0.93 0.47 0.76 0.84

	 จากตารางที่่� 3 ผลการประเมินิประสิทิธิภิาพการค้น้คืืน

รููปภาพเชิิงเนื้้�อหาด้้วยค่่าความครบถ้้วน เมื่่�อพิิจารณา

ในรายละเอียีด พบว่า่	

	 1) ผลการค้น้คืืนรูปูภาพเชิงิเนื้้�อหาด้ว้ยคำำ�ค้น้ที่่�อธิบิาย

ความหมายเชิงิคุุณภาพของรูปูภาพ จำำ�นวน 3, 5 และ 10 

รูปูภาพบนชุดุข้อ้มูลู Flickr30k นั้้ �น มีคี่า่ความครบถ้ว้นเฉลี่่�ยถึึง 

0.66, 0.88 และ 0.93 ตามลำำ�ดับั แสดงถึึงคุณุลักัษณะระดับัสูงู

จากการเรียีนรู้้�ด้ว้ยตนเองของตัวัแบบโครงข่า่ยประสาทเทียีมเชิงิลึึก

ที่่�ถูกูฝึึกฝนล่ว่งหน้้านั้้ �นสามารถแก้ปั้ัญหาช่อ่งว่า่งความหมาย

ได้อ้ย่า่งมีปีระสิทิธิภิาพ และช่ว่ยสนับัสนุุนผู้้�ใช้ด้้ว้ยคำำ�ค้น้ในรูปูแบบ

ภาษาธรรมชาติทิี่่�ยึึดโยงกับัความหมายของรูปูภาพแทนที่่�จะ

ยึึดตามหลักัไวยากรณ์์ของภาษา 

	 2) ผลการค้น้คืืนรูปูภาพเชิงิเนื้้�อหาบนชุุดข้อ้มูลูที่่�ผู้้�วิจิัยั

รวบรวมเองนั้้ �น พบว่า่ ค่า่ความครบถ้ว้นเฉลี่่�ย จำำ�นวน 3, 5 

และ 10 รูปูภาพนั้้ �นเท่า่กับั 0.47, 0.76 และ 0.84 ตามลำำ�ดับั 

เมื่่�อเปรียีบเทียีบกับัชุดุข้อ้มูลู Flickr30k ที่่�นำำ�มาใช้ฝ้ึึกฝนตัวัแบบ 

พบว่า่ ค่า่ความครบถ้ว้นเฉลี่่�ยจากผู้้�เชี่่�ยวชาญทั้้ �งหมดลดลง

เล็ก็น้อยและเป็็นไปในทิศิทางเดียีวกันั โดยผลลัพัธ์ด์ังักล่า่วนั้้ �น

ถอว่่าอยู่่�ในระดับัที่่�ยอมรับัได้ ้ และไม่่เกิดิปัญหาที่่�ตัวัแบบ

จะประสิทิธิภิาพจะลดลงเมื่่�อทำำ�งานกับัข้อ้มูลูที่่�ไม่เ่คยพบมาก่อ่น

	 3) ค่า่ความครบถ้ว้นเฉลี่่�ยของรูปูภาพนั้้ �นสูงูขึ้้�นอย่า่งก้า้วกระโดด

เมื่่�อจำำ�นวนผลลัพัธ์จ์ากการค้น้คืืนเปลี่่�ยนเป็็น 3 เป็็น 5 รูปูภาพ 
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ของตัวัแบบโครงข่า่ยประสาทเทียีมเชิงิลึกึที่่�ถูกูฝึึกฝนล่ว่งหน้้า

และค่า่ความครบถ้ว้นเฉลี่่�ยจะค่อ่ย ๆ คงที่่� และจะเข้า้ใกล้ ้1 

มากที่่�สุดุเมื่่�อจำำ�นวนผลลัพัธ์เ์ท่า่กับั 10 รูปูภาพ

5.	 สรุปุ 

	 ผลการพัฒันาแบบจำำ�ลองการค้น้คืืนรููปภาพเชิงิเนื้้�อหา

ด้ว้ยคุณุลักัษณะระดับัสูงูจากการเรียีนรู้้�ด้ว้ยตนเองของตัวัแบบ

โครงข่า่ยประสาทเทียีมเชิงิลึึกที่่�ถูกูฝึึกฝนล่ว่งหน้้าประกอบด้ว้ย 

3 มอดููล ได้้แก่่ 1) มอดููลการสร้้างชุุดคำำ�อธิบิายรููปภาพ 

โดยใช้้ตัวัแบบ CLIP เพื่่�อเรียีนรู้้�ความหมายของรููปภาพ

จากความสัมัพันัธ์ร์ะหว่า่งรูปูภาพกับัข้อ้ความบรรยายรูปูภาพ

ด้ว้ยการพยายามฝึึกฝนตัวัเข้า้รหัสัรูปูภาพ และตัวัเข้า้รหัสั

ข้้อความด้้วยค่่าความคล้้ายคลึึงโคไซน์์ ก่่อนจะผสาน

เป็็นคุุณลักัษณะใหม่่แล้้วจัดัเก็็บไว้้ที่่�ชุุดคำำ�อธิบิายรููปภาพ  

เพื่่�อสร้า้งเป็็นเวกเตอร์ค์ุณุลักัษณะรูปูภาพ 2) มอดูลูการประมวลผล

ข้อ้ความค้น้หาในรูปูแบบภาษาธรรมชาติ ิและสร้า้งเป็็นเวกเตอร์์

คุุณลักัษณะข้้อความค้้นหา 3) มอดููลการจับัคู่่�เวกเตอร์์

ระหว่า่งเวกเตอร์ค์ุณุลักัษณะรูปูภาพ และเวกเตอร์ค์ุณุลักัษณะ

ข้อ้ความค้น้หา ก่อ่นจะนำำ�มาเปรียีบเทียีบค่า่ความคล้า้ยคลึึง

ระหว่่างเวกเตอร์์ก่่อนจะเรีียงลำำ�ดับัตามความเกี่่�ยวข้้อง 

และแสดงเป็็นผลลัพัธ์ก์ารค้น้คืืนรูปูภาพตามบริบิทของเนื้้�อหา

แก่่ผู้้�ใช้ ้

	 ผลการค้น้คืืนรูปูภาพบนชุดุข้อ้มูลู Flickr30k แบบไม่ท่ราบ

จำำ�นวนผลลัพัธ์์ที่่�ถููกต้้องมีคี่่าความครบถ้้วนเฉลี่่�ยถึึง 0.93 

เมื่่�อผลลัพัธ์เ์ป็็น 10 อันัดับั อยู่่�ในระดับัสูงูมาก แสดงถึึงตัวัแบบ

สามารถค้้นคืืนรููปภาพเชิงิเนื้้�อหาได้้อย่่างมีปีระสิทิธิภิาพ 

อย่า่งไรก็ด็ี ีเมื่่�อพิจิารณาในรายละเอียีดของผลลัพัธ์ท์ี่่�ไม่ถู่กูต้อ้ง 

พบว่า่ ความแปรผันัของรูปูภาพเป็็นอุุปสรรคสำำ�คัญัในการจำำ�แนก

ข้อ้มูลูภาพ 

	ก ารเปรีียบเทีียบผลการค้้นคืืนรููปภาพบนชุุดข้้อมููล 

Flickr30k กับัชุุดข้อ้มูลูรูปูภาพที่่�ผู้้�วิจิัยัรวบรวมเอง พบว่่า 

ค่่าความครบถ้้วนเฉลี่่�ยนั้้ �นเป็็นไปในทิิศทางเดีียวกััน 

และไม่่เกิิดปัญหาประสิทิธิิภาพของแบบจำำ�ลองจะลดลง

เมื่่�อทำำ�งานกับัข้อ้มูลูที่่�ไม่เ่คยพบมาก่่อน 

	 นอกจากนี้้� ผลลัพัธ์จ์ำำ�นวนมากอาจทำำ�ให้ผู้้้�ใช้เ้สียีเวลาคัดัเลืือก

รูปูภาพที่่�ตรงกับัความต้อ้งการอย่า่งแท้จ้ริงิ เน่ื่�องจากเป็็นได้น้้้อยมาก

ที่่�ผู้้�ใช้จ้ะเลืือกดูรููปูภาพจากผลการค้น้คืืนทั้้ �งหมด จึึงเป็็นการ

เสียีโอกาสสำำ�หรับัผู้้�ใช้ห้ากมีรีูปูภาพบางส่ว่นที่่�ไม่ถูู่กเรียีกดู ู

ดังันั้้ �นการค้้นคืืนรููปภาพจึึงต้้องมุ่่�งเพิ่่�มค่่าความครบถ้้วน

อันัดับั 1, 3 และ 5 เป็็นหลักัเพื่่�อตอบสนองต่่อความต้อ้งการ

ของผู้้�ใช้ ้

	ข้ ้อเสนอแนะการวิิจัยัต่่อไปในการพัฒันาแบบจำำ�ลอง

การค้น้คืืนรูปูภาพนั้้ �นควรให้ค้วามสำำ�คัญัที่่�การปรับัค่า่ไฮเปอร์์

พารามิเิตอร์ ์(Hyperparameter) ก่อ่นที่่�ตัวัแบบจะทำำ�การเรียีนรู้้� 

เน่ื่�องจากการกำำ�หนดค่่าไฮเปอร์พ์ารามิเิตอร์ท์ี่่�เหมาะสมจะ

ส่ง่ผลให้ต้ัวัแบบมีคีวามแม่น่ยำำ�ที่่�สูงูขึ้้�น หรืือลดค่า่การสูญูเสียี

ให้ต้่ำำ��ลงได้้
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