
บทความวิิจัยั

1วารสารเทคโนโลยีีสารสนเทศปีีท่ี่� 20 ฉบับัท่ี่� 1 มกราคม - มิิถุนุายน 2567
Vol. 20, No. 1, January - June 2024 Information Technology Journal

เปรียบเทียบประสิทธิภาพการจำ�แนกข้อมูลที่ไม่สมดุลโดยใช้การจำ�ลอง

Comparison of Efficiency for Imbalanced Data Classification via Simulation

บทคัดัย่่อ

	 งานวิจิัยัน้ี้�มีีวัตัถุุประสงค์เ์พื่่�อเปรีียบเทียีบประสิทิธิภิาพ

การปรับัสมดุุลข้อ้มููลระหว่่างวิธิีีสุ่่�มเกินิและวิธิีีผสมผสาน 

และเปรีียบเทียีบการจำำ�แนกข้อ้มูลูปรับัสมดุลุแล้ว้ด้ว้ยเทคนิค 

แรนดอมฟอร์เ์รส การถดถอยโลจิสิติกิ และซัพัพอร์ต์เวคเตอร์์

แมชชีีน เมื่่�อข้้อมููลมีีความไม่่สมดุุลระดับัสููงและตัวัแปร

ทำำ�นายส่ว่นใหญ่่เป็็นตัวัแปร จัดัประเภท ด้ว้ยการจำำ�ลองข้อ้มูลู

โดยพิจิารณาจากขนาดตัวัอย่า่ง อัตัราส่ว่นจำำ�นวนตัวัแปรจัดั

ประเภทต่อ่ตัวัแปรต่่อเน่ื่�อง และอัตัราออด ผลการศึกึษาพบว่า่ 

การปรับัสมดุุลข้อ้มูลูด้ว้ยวิธิีีสุ่่�มเกินิก่่อนนำำ�ข้อ้มูลูไปจำำ�แนก 

จะมีีค่า่ความถูกูต้อ้ง ค่า่ความไว และค่า่ความจำำ�เพาะสูงูกว่า่

การใช้ว้ิธิีีผสมผสานในแต่่ละขนาดตัวัอย่า่ง ทั้้ �งน้ี้�เมื่่�อนำำ�ข้อ้มูลู

ที่่�ปรับัสมดุุลข้้อมููลแล้้วมาจำำ�แนกด้้วยแรนดอมฟอร์์เรส

จะมีีค่า่ความถูกูต้อ้ง ค่า่ความไว และค่า่ความจำำ�เพาะสูงูที่่�สุดุ 

โดยเฉลี่่�ยคืือ 0.996, 0.999 และ 0.998 ตามลำำ�ดับั นอกจากน้ี้�

เมื่่�อชุดุข้อ้มูลูมีีจำำ�นวนตัวัแปรจัดัประเภทเพิ่่�มขึ้้�นแล้ว้จำำ�แนกข้อ้มูลู

ดวยวิิธีีการถดถอยโลจิิสติิกจะทำำ�ให้้ค่่าความถููกต้้อง

ในการจำำ�แนกลดลง ซึ่่�งผลการวิจิัยัดังักล่า่วสามารถนำำ�ไปใช้้

เป็็นแนวทางในการเลืือกวิธิีีการปรับัสมดุลุข้อ้มูลูให้เ้หมาะสม

กับัสภาพข้อ้มูลูในสถานการณ์์จริงิ

 

คำำ�สำำ�คัญั: ข้อ้มูลูไม่ส่มดุลุ ข้อ้มูลูจัดัประเภท การจำำ�แนกข้อ้มูลู 

การจำำ�ลองข้อ้มูลู วิธิีีสุ่่�มเกินิ วิธิีีผสมผสาน

Abstract

	 The aims of this research are to compare the efficiency of 

กาญธนา  ลออสิริิกุิุล (Kantana  La-orsirikul)*, ประภาศิริิ ิ รัชัชประภาพรกุุล (Prapasiri  Ratchaprapapornkul)*,  
และ สุรุศักัดิ์์ �  เก้า้เอี้้�ยน (Surasak  Kao-Iean)*

imbalance techniques between over sampling and hybrid 

methods and to compare performance of classification 

techniques: random forest, logistic regression, and support 

vector machine, via simulation. The study is given by high 

imbalanced data and predicted variables which are mostly 

categorical data. The criteria of the simulation are sample sizes, 

ratio of the number of predicted variables between categorical 

variables and continuous variables, and odds ratio. The results 

shown that balancing data with over sampling method before 

classify had higher accuracy, sensitivity, and specificity than 

hybrid method in each sample sizes. In addition, the balanced 

data classified with random forest had the highest accuracy, 

sensitivity, and specificity, the average were 0.996, 0.999 

and 0.998 respectively. Moreover, logistic regression technique 

yields less accurate classification when the number of categorical 

variables is higher. The result of research can be used 

as a guideline for choosing a data balancing method which 

appropriate to data conditions in real situations.

Keywords: Imbalance Data, Categorical Data, Classification, 

Simulation, Over Sampling Methods, Hybrid Methods.

1.	 บทนำำ�

	 ปััจจุบุันัการจำำ�แนกประเภทของข้อ้มูลู (Data Classification) 

ถูกูใช้ใ้นการจำำ�แนกข้อ้มูลูที่่�ไม่ท่ราบประเภท โดยเทคนิคที่่�นิิยม

นำำ�มาใช้ใ้นการจำำ�แนกข้อ้มูลูมีหีลายเทคนิค เช่น่ การใช้โ้ครงข่า่ย
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ประสาทเทียีม  (Neural Network) หรืือแรนดอมฟอร์์เรส 

(Random Forest) หรืือการวิเิคราะห์์การถดถอยโลจิสิติกิ 

(Logistic Regression Analysis) หรืือซัพัพอร์ต์เวคเตอร์แ์มชชีีน 

(Support Vector  Machine) ซึ่่ � ง เทคนิค เหล่่ า น้ี้� จ ะมีี

ประสิทิธิภิาพและมีีความถูกูต้อ้งแม่น่ยำำ�ในการจำำ�แนกที่่�สูงูขึ้้�น

เมื่่�อนำำ�ไปใช้ใ้นการจำำ�แนกข้อ้มูลูที่่�สมดุลุ (Balance Data) และ

ประสิทิธิภิาพจะลดลงเมื่่�อเครื่่�องเรีียนรู้้�จากข้อ้มููลไม่่สมดุุล 

(Imbalanced Data) โดยข้อ้มูลูไม่ส่มดุลุ คืือข้อ้มูลูที่่�มีีจำำ�นวนข้อ้มูลู

ในแต่ล่ะกลุ่่�มแตกต่า่งกันัมาก โดยมีขี้อ้มูลูในกลุ่่�มใดกลุ่่�มหนึ่่�ง

แตกต่า่งจากข้อ้มูลูกลุ่่�มอื่่�น ๆ  เป็็นจำำ�นวนมาก ปัญหาการจำำ�แนก

ประ เภทข้้อมููลที่่� ไม่่สมดุุ ล  (Imbalanced Datasets) 

เกิดิจากการที่่�มีขี้อ้มูลู 2 กลุ่่�มหรืือมากกว่า่ โดยข้อ้มูลูที่่�เป็็น 

กลุ่่�มหลักั (Majority) จะมีีจำำ�นวนสมาชิกิของข้อ้มูลูมากกว่า่ 

ในขณะที่่�ข้อ้มููลกลุ่่�มรอง (Minority) จ ะมีีจำำ�นวนสมาชิกิ

ของข้อ้มูลูน้้อยกว่า่ [1]-[4] เช่น่ การออกกลางคันัของนักัเรีียน 

เด็ก็และเยาวชนบนท้อ้งถนน และสภาวะหมดไฟในการทำำ�งาน

ของบุุคลากรทางการศึกึษา จ ากการศึกึษาพบว่่า จำ ำ�นวน

ของนักัเรีียนที่่�ออกกลางคันัมีีน้อยกว่า่จำำ�นวนนักัเรีียนที่่�เรีียน

จนครบหลักัสูตูรมาก [5]-[7] จำำ�นวนเด็ก็และเยาวชนบนท้อ้งถนน

มีีน้อยกว่า่จำำ�นวนเด็ก็และเยาวชนที่่�ไม่ไ่ด้เ้ป็็นเด็ก็และเยาวชน

บนท้อ้งถนนมาก [8]-[9] และจำำ�นวนบุุคลากรทางการศึกึษา

ที่่�มีสีภาวะหมดไฟในการทำำ�งานมีีน้อยกว่่าจำำ�นวนบุุคลากร

ทางการศึกึษาที่่�ไม่ไ่ด้ม้ีสีภาวะหมดไฟในการทำำ�งานมาก [10] 

จากข้อ้มูลูดังักล่า่วส่ว่นใหญ่่พบว่า่ ข้อ้มูลูกลุ่่�มหลักัอยู่่�ในช่ว่ง

ร้้อยละ 70-85 ทั้้  �งน้ี้�  โดยธรรมชาติิของความเป็็นจริิง

การที่่�เราจะกำำ�หนดให้จ้ำำ�นวนสมาชิกิของข้อ้มูลูในกลุ่่�มหลักั

และกลุ่่�มรองให้ม้ีีจำำ�นวนที่่�เท่า่กันั เพื่่�อให้เ้ครื่่�องเกิดิการเรีียนรู้้�

หรืือการจัดักลุ่่�มข้อ้มูลูนั้้ �นเป็็นเรื่่�องยากหรืืออาจจะเป็็นไปไม่ไ่ด 

ดังันั้้ �น จึงึเป็็นปััญหาที่่�ท้า้ทายสำำ�หรับัการหาขั้้ �นตอนวิธิีีที่่�เหมาะสม

สำำ�หรับัการจัดัการข้อ้มูลูที่่�ไม่ส่มดุลุ เน่ื่�องจากถ้า้นำำ�ข้อ้มูลูทั้้ �งสองชุดุ

เข้า้สู่่�ขั้้  �นตอนการเรีียนรู้้�ด้ว้ยเครื่่�องพร้อ้มกันัทั้้ �งหมด จะทำำ�ให้้

ผลการแบ่่งกลุ่่�มข้้อมููลเกิิดความผิิดพลาดสููง กล่่าวคืือ 

ข้้อมููลที่่�อยู่่�ในกลุ่่�มรองจะถููกครอบงำ��หรืือถููกจัดัให้้ไปอยู่่�

ในกลุ่่�มหลักัทั้้ �งหมด ซึ่่ �งจะนำำ�ไปสู่่�ปัญหาที่่�เรีียกว่า่ “ปััญหา

การแบ่ง่กลุ่่�มข้อ้มูลูผิดิกลุ่่�ม (misclassification)” [1]

	 วิธิีีการแก้ปั้ัญหาความไม่ส่มดุลุของข้อ้มูลูซึ่่�งเป็็นกระบวนการ

ในการจัดัการข้อ้มููลก่่อนดำำ�เนิินการสร้้างตัวัแบบ โดยใช้้

หลักัการซึ่่�งแบ่ง่ออกเป็็น 3 ระดับัคืือ 1) การแก้ปั้ัญหาข้อ้มูลู

ไม่ส่มดุลุที่่�ระดับัข้อ้มูลู (Data Level Solutions) เป็็นการแก้ปั้ัญหา

ในขั้้ �นตอนก่่อนการประมวลผลโดยจะปรับัข้อ้มูลูที่่�ไม่ส่มดุุล

ให้้กลายเป็็นข้้อมููลสมดุุลด้้วยเทคนิคการสุ่่�มเลืือกข้้อมููล 

ซึ่่�งวิธิีีที่่�นิิยมใช้ ้คืื อ วิธิีีสุ่่�มเกินิ (Over Sampling Methods) 

และวิธิีีผสมผสาน (Hybrid Methods) 2) การแก้ปั้ัญหาข้อ้มูลู

ไม่ส่มดุลุที่่�ระดับัขั้้ �นตอนวิธิีีการ (Algorithmic Level Solutions) 

เป็็นการแก้้ปััญหาโดยการปรับัการเรีียนรู้้�ของอัลักอริทิึมึ

มาตรฐานสำำ�หรับัการจำำ�แนกข้อ้มูลูที่่�มีอียู่่�เดิมิให้ส้ามารถเรีียนรู้้�

ข้อ้มูลูไม่่สมดุุลโดยให้ม้ีกีารเอนเอีียงไปทางข้อ้มูลูกลุ่่�มรอง 

และ 3) การแก้้ปััญหาข้อ้มููลไม่่สมดุุลด้้วยการเรีียนรู้้�แบบ

มีีค่า่ใช้จ้่า่ย (Cost-Sensitive Training) [11]

	 นอกจากน้ี้�เทคนิควิธิีีในการจำำ�แนกและปรับัสมดุุลข้อ้มูลู

ส่่วนใหญ่่เหมาะที่่�จะใช้้กัับข้้อมููลที่่�มีีตััวแปรทำำ�นายเป็็น

ตัวัแปรต่อ่เน่ื่�องทั้้ �งหมดหรืือมีีสัดัส่ว่นของจำำ�นวนตัวัแปรทำำ�นาย

ที่่�เป็็นตััวแปรต่่อเน่ื่�องมากกว่่าตััวแปรจััดประเภท  เช่่น 

เทคนิค SMOTE (Synthetic Minority Over Sampling) [2] 

และการเปรีียบเทียีบประสิทิธิภิาพการจำำ�แนกส่ว่นใหญ่่ศึกึษา

ในข้อ้มูลูที่่�ตัวัแปรทำำ�นายส่ว่นใหญ่่เป็็นตัวัแปรต่อ่เน่ื่�อง [12], [13] 

	 ดังันั้้ �นการศึกึษาครั้้ �งน้ี้�จึงึจำำ�ลองข้อ้มููลเพื่่�อเปรีียบเทียีบ

ประสิทิธิภิาพของวิธิีีการปรับัสมดุลุข้อ้มูลูภายใต้ส้ถานการณ์์

จำำ�ลองที่่�แตกต่่างกันั ระหว่่างวิธิีีสุ่่�มเกินิและวิธิีีผสมผสาน

ในการปรับัสมดุลุข้อ้มูลู และจำำ�แนกประเภทข้อ้มูลูปรับัสมดุลุ

แล้ว้ด้ว้ยเทคนิค ได้แ้ก่่ แรนดอมฟอร์เ์รส (Random Forest) 

การถดถอยโลจิสิติกิ (Logistic Regression) และซัพัพอร์ต์

เวคเตอร์แ์มชชีีน (Support Vector Machine) ภายใต้เ้งื่่�อนไข

ที่่�อััตราส่่วนของจำำ�นวนตััวแปรทำำ�นายที่่�เป็็นตััวแปรจััด

ประเภทมากกว่า่ตัวัแปรต่่อเน่ื่�อง โดยการจำำ�ลองน้ี้�จะกระทำำ�ซ้ำำ��

หลายรอบแล้ว้นำำ�ผลที่่�ได้ไ้ปเปรีียบเทียีบประสิทิธิภิาพด้ว้ย

ค่า่ Accuracy Sensitivity และ Specificity เพื่่�อใช้ต้ัดัสินิวิธิีี

การปรัับสมดุุลข้้อมููลที่่�เหมาะสมและมีีประสิิทธิิภาพ

ในการจำำ�แนกกลุ่่�ม

2.	 ทฤษฎีีและงานวิิจัยัที่่�เก่ี่�ยวข้้อง

	 2.1 การปรับัสมดุลุข้้อมูลู

	 ในการศึกึษาที่่�ใช้ก้ารวิเิคราะห์จ์ำำ�แนกประเภทข้อ้มูลูมา 

สร้า้งโมเดล เทคนิคที่่�ใช้ใ้นการจำำ�แนกประเภทข้อ้มููลจะมีี

ประสิทิธิภิาพเมื่่�อใช้ใ้นการจำำ�แนกประเภทของข้อ้มูลูที่่�สมดุลุ 

ดังันั้้ �นในงานวิจิัยัน้ี้�จึงึทบทวนทฤษฎีแีละงานวิจิัยัที่่�เกี่่�ยวกับั



บทความวิิจัยั: เปรียีบเทียีบประสิทิธิภิาพการจำำ�แนกข้อ้มูลูที่่�ไม่ส่มดุลุโดยใช้ก้ารจำำ�ลอง

2 3วารสารเทคโนโลยีีสารสนเทศ ปีีท่ี่� 20 ฉบับัท่ี่� 1 มกราคม - มิิถุนุายน 2567 วารสารเทคโนโลยีีสารสนเทศปีีท่ี่� 20 ฉบับัท่ี่� 1 มกราคม - มิิถุนุายน 2567
Vol. 20, No. 1, January - June 2024 Information Technology Journal Vol. 20, No. 1, January - June 2024Information Technology Journal

ข้อ้มููลที่่�ไม่่สมดุุลและการปรับัสมดุุลข้อ้มููล มีรีายละเอีียด

ดังัต่่อไปน้ี้�

		  2.1.1 คว ามหมายและลักัษณะของข้อ้มููลไม่่สมดุุล 

	 	 ข้อ้มูลูไม่่สมดุุล หมายถึงึ ข้อ้มูลูที่่�มีกีารกระจายตัวั

ที่่�ไม่เ่ท่่าเทียีมกันั หรืือข้อ้มูลูซึ่่�งจำำ�นวนสมาชิกิในกลุ่่�มหลักั

และกลุ่่�มรองมีีจำำ�นวนไม่เ่ท่า่กันั [1]

	 	 ลักัษณะโดยทั่่ �วไปของข้อ้มูลูไม่ส่มดุลุ คืือ ข้อ้มูลูที่่�มีี

จำำ�นวนข้อ้มููลของกลุ่่�มหนึ่่�งมากกว่่าจำำ�นวนข้อ้มููลของกลุ่่�ม

ที่่�เหลืือเป็็นจำำ�นวนมาก [2], [3] ซึ่่�งข้อ้มูลูไม่ส่มดุลุน้ี้�จะส่ง่ผลกระทบ

ต่อ่การจำำ�แนกประเภทข้อ้มูลูทำำ�ให้ไ้ม่ส่ามารถจำำ�แนกประเภท

ข้้อมููลของกลุ่่�มที่่�มีีจำำ�นวนข้้อมููลน้้อยได้้ถููกต้้องแม่่นยำำ� 

ในขณะเดีียวกันัจะสามารถจำำ�แนกประเภทข้อ้มูลูของกลุ่่�มที่่�มีี

ข้อ้มูลูจำำ�นวนมากได้อ้ย่า่งแม่น่ยำำ� โดยข้อ้มูลูกลุ่่�มที่่�มีีจำำ�นวนมาก

จะถูกูเรีียกว่า่ ข้อ้มูลูกลุ่่�มหลักั (Majority Class หรืือ Negative Class) 

และข้อ้มูลูกลุ่่�มที่่�มีีจำำ�นวนน้้อยจะถูกูเรีียกว่า่ ข้อ้มูลูกลุ่่�มรอง 

(Minority Class หรืือ Positive Class) [4] ซึ่่�งข้อ้มูลูที่่�อยู่่�ในกลุ่่�มรอง

จะเป็็นข้้อมููลที่่�งานวิิจััยน้ี้�ให้้ความสำำ�คััญมากกว่่าข้้อมููล

ที่่�อยู่่�ในกลุ่่�มหลักั

		  2.1.2 วิธิีีการปรับัสมดุลุข้อ้มูลู

	 	 ปััญหาข้อ้มูลูไม่ส่มดุลุเป็็นปััญหาที่่�นักัวิจิัยัให้ค้วามสนใจ

เป็็นอย่า่งมาก ซึ่่�งนักัวิจิัยัเหล่า่นั้้ �นได้น้ำำ�เสนอเทคนิควิธิีีการต่่าง ๆ  

เพื่่�อนำำ�มาใช้ส้ำำ�หรับัแก้ปั้ัญหาน้ี้� [14] เพื่่�อเพิ่่�มประสิทิธิภิาพ

และความแม่น่ยำำ�ในการจำำ�แนกประเภทข้อ้มูลูของทั้้ �งสองกลุ่่�ม 

การแก้ปั้ัญหาข้อ้มูลูไม่ส่มดุลุที่่�ระดับัข้อ้มูลู (Data Level Solutions) 

จะเป็็นการแก้ปั้ัญหาในขั้้ �นตอนก่อ่นการประมวลผล (Preprocessing 

Stage) ซึ่่�งจะเกี่่�ยวข้อ้งกับัข้อ้มูลูโดยตรง โดยจะปรับัข้อ้มูลู

ที่่�ไม่ส่มดุลุให้ก้ลายเป็็นข้อ้มูลูสมดุลุด้ว้ยเทคนิคการสุ่่�มเลืือกข้อ้มูลู 

(Data Sampling Technique) ซึ่่ �งเทคนิคการสุ่่�มเลืือกที่่�ใช้ใ้น

งานวิจิัยัน้ี้� ได้แ้ก่่

	 	 วิธิีีสุ่่�มเกินิ (Over Sampling Methods) เป็็นวิธิีีที่่�ใช้้

ในการเพิ่่�มจำำ�นวนข้อ้มูลูที่่�อยู่่�ในกลุ่่�มรองให้ม้ีีจำำ�นวนใกล้เ้คีียง

หรืือเท่า่กับัจำำ�นวนข้อ้มูลูที่่�อยู่่�ในกลุ่่�มหลักั ซึ่่�งการเพิ่่�มข้อ้มูลูนั้้ �น

จะเพิ่่�มโดยการสุ่่�มเลืือกจากข้อ้มูลูเดิมิ หรืือสร้า้งข้อ้มูลูขึ้้�นมาใหม่่

จากตัวัอย่่างที่่�มีอียู่่�เดิมิ ได้แ้ก่่ วิธิีี Random Over Sampling 

วิธิีี SMOTE และวิธิีี ADASYN เป็็นต้น้ [11], [12], [15], [16]

	 	 วิธิีีผสมผสาน (Hybrid Methods) เป็็นวิธิีีการที่่�จะสุ่่�ม

ลดจำำ�นวนข้อ้มูลูจากกลุ่่�มหลักั และสุ่่�มเพิ่่�มข้อ้มูลูจากกลุ่่�มรอง 

เพื่่�อให้้มีีจำำ�นวนข้อ้มููลของกลุ่่�มหลักัใกล้้เคีียงหรืือเท่่ากับั

จำำ�นวนข้้อมููลในกลุ่่�มรอง ได้้แก่่ วิิธีี  SMOTE-ENN 

วิธิีี SMOTE+TomekLinks เป็็นต้น้ [11], [12], [15], [16]

	 นัักวิจิัยัได้้นำำ�เทคนิคการสุ่่�มเลืือกข้อ้มููลมาใช้้เพื่่�อปรับั

ข้อ้มูลูให้ม้ีีความสมดุุล หลังัจากนั้้ �นจะนำำ�ข้อ้มูลูที่่�สมดุุลนั้้ �น

ไปทำำ�งานร่ว่มกับัเทคนิควิธิีีอื่่�น ๆ ซึ่่�งจะเห็น็ได้จ้ากงานวิจิัยั

ของ Qian และคณะ [17] ที่่�ได้ท้ำำ�การเพิ่่�มข้อ้มูลูที่่�อยู่่�ในกลุ่่�มรอง

ด้ว้ยวิธิีีสุ่่�มเกินิ และลดข้อ้มูลูที่่�อยู่่�ในกลุ่่�มหลักัด้ว้ยวิธิีีการสุ่่�มลด 

โดยที่่�อัตัราการสุ่่�มเลืือกจะกำำ�หนดด้ว้ยอัตัราส่ว่นของจำำ�นวน

ข้อ้มูลูกลุ่่�มรองและจำำ�นวนข้อ้มูลูกลุ่่�มหลักั หลังัจากนั้้ �นจะนำำ�ข้อ้มูลู

ที่่�มีีความสมดุุลไปทำำ�การจำำ�แนกประเภทข้้อมููลด้้วยวิิธีี

การเรีียนรู้้�ร่่วมกันัแบบแบ็็กกิิง และงานวิจิัยัของ Dubey 

และคณะ [18] ที่่�นำำ�เทคนิคการสุ่่�มเลืือกข้อ้มูลูทั้้ �งแบบสุ่่�มเกินิ 

สุ่่�มลด และวิธิีีผสมผสานมาใช้ง้านร่ว่มกับัเทคนิคการเรีียนรู้้�

ร่่วมกันัและการคัดัเลืือกคุุณลักัษณะ (Feature Selection) 

ด้ว้ยชุดุข้อ้มูลูโรคอัลัไซเมอร์ ์(Alzheimer’s Disease) เป็็นต้น้

	 2.2 เทคนิิคที่่�ใช้้ในการจำำ�แนกข้้อมูลู

	 แรนดอมฟอร์เ์รส (Random Forest) เกิดิจากการรวมกลุ่่�มกันั

ของโครงสร้า้งต้น้ไม้ ้[19], [20] ซึ่่�งค่า่ความคลาดเคลื่่�อนโดยรวม

ของป่่าไม้จ้ะถูกูเปลี่่�ยนเป็็นค่า่ลิมิิติ ทำำ�ให้จ้ำำ�นวนต้น้ไม้ใ้นป่่า

มีเีพิ่่�มขึ้้�น ค่า่ความคลาดเคลื่่�อนโดยรวมจะขึ้้�นกับัความมั่่ �นคง

ของต้น้ไม้แ้ต่่ละต้น้และความสัมัพันัธ์ก์ันัระหว่า่งต้น้ไม้แ้ต่่ละต้น้ 

มีหีลักัการคืือจะใช้ว้ิธิีีการสุ่่�มเลืือกคุณุสมบัตัิเิพื่่�อการแบ่ง่แยกโหนด 

ทำำ�ให้ค้่า่ความผิดิพลาดลดลง ซึ่่�งสามารถนำำ�การสร้า้งแบบจำำ�ลอง

ที่่�ใช้ต้้น้ไม้ห้ลาย ๆ ต้น้มาใช้ใ้นการประมวลผลเพื่่�อตัดัสินิใจ

	 การวิเิคราะห์ก์ารถดถอยโลจิสิติกิ (Logistic Regression 

Analysis) [21] เป็็นการวิเิคราะห์ท์ี่่�มีเีป้้าหมายเพื่่�อทำำ�นาย

โอกาสที่่�จะเกิดิเหตุุการณ์์ที่่�สนใจ โดยเป็็นเทคนิคการวิเิคราะห์์

สถิติิเิชิงิคุุณภาพ ซึ่่ �งมีีตัวัแปรตามเป็็นตัวัแปรเชิงิคุุณภาพ 

การวิเิคราะห์ก์ารถดถอยโลจิสิติกิแบ่่งเป็็น 2 ประเภท คืื อ 

การวิิเคราะห์์การถดถอยโลจิิสติิกทวิิ (Binary Logistic 

Regression Analysis) และการวิเิคราะห์ก์ารถดถอยโลจิสิติกิ

พหุุกลุ่่�ม  (Multinomial Logistic Regression Analysis) 

โดยในงานวิจิัยัน้ี้�ใช้้การวิเิคราะห์์การถดถอยโลจิสิติิกทวิ ิ

เน่ื่�องจากมีีตัวัแปรตามแบ่ง่ออกเป็็น 2 กลุ่่�มย่อ่ย ซึ่่�งมีี 2 ค่า่ 

คืือ 0 และ 1

	 ซัพัพอร์ต์เวคเตอร์แ์มชชีีน (Support Vector Machine) [22] 

จัดัเป็็นการเรีียนรู้้�ของเครื่่�องที่่�ต้้องมีีตัวัอย่่างในการเรีียนรู้้� 

(Supervised Learning) ที่่�มีีความสามารถในการจัดักลุ่่�มข้อ้มูลู 
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ไม่ส่ามารถใช้ป้รับัสมดุลุข้อ้มูลูที่่�มีีจำำ�นวนตัวัแปรจัดัประเภท

จำำ�นวนมากได้้ และ (5) อั ัตราออด  (Odds Ratio: OR) 

ของตััวแปรทำำ�นาย โดยพิิจารณาจาก 4 กรณีี ดั ังนั้้ �น

การจำำ�ลองข้้อมููลจากเงื่่�อนไขที่่�พิิจารณาพบว่่ามีีทั้้ �งสิ้้�น 

96 เงื่่�อนไข (2x3x2x2x4) ทำำ�ซ้ำำ�� 500 รอบ 

	 ในการกำำ�หนดค่่า OR ข องตัวัแปรทำำ�นายแต่่ละกลุ่่�ม

จะศึกึษาใน 2 ระดับั คืือ ให้ค้่า่ OR อยู่่�ระหว่า่ง [1, 2) แทนด้ว้ย L 

และ [2, 3) แทนด้ว้ย H สามารถแบ่ง่ได้ ้4 กรณีีดังัน้ี้�

(Classification) โดยอาศัยัหลักัการหาสัมัประสิทิธิ์์ �ของสมการ

เพื่่�อสร้า้งเส้น้แบ่ง่แยกกลุ่่�มข้อ้มูลูที่่�ถูกูป้้อนเข้า้สู่่�กระบวนการสอน

ให้ร้ะบบเรีียนรู้้� โดยเน้้นไปยังัเส้น้ที่่�แบ่ง่แยกกลุ่่�มข้อ้มูลูได้ด้ีีที่่�สุดุ 

(Optimal Separating Hyperplane)

	 2.3 การจำำ�ลองมอนติิคาโล

	 การจำำ�ลองมอนติคิาโล (Monte Calo Simulation) เป็็นเทคนิค

การสร้า้งแบบจำำ�ลองโดยใช้ห้ลักัการสุ่่�มตัวัอย่า่งให้เ้หมาะสม

กัับปััญหา และทำำ�ซ้ำำ��จำำ�นวนมาก โดยยิ่่�งทำำ�ซ้ำำ��มากขึ้้�น 

ผลลัพัธ์ท์ี่่�ได้จ้ะยิ่่�งมีีความเป็็นมาตรฐาน [23] ในงานวิจิัยัน้ี้�ใช้้

การสุ่่�มแบบแจกแจงปกติ ิ(Normal Distribution) การสุ่่�มแบบ

แจกแจงเส้น้ (Uniform Distribution) และการสุ่่�มแบบทวินิาม 

(Binomial Distribution) และทำำ�ซ้ำำ��แต่่ละกรณีีจำำ�นวน 500 รอบ

	 2.4 อัตัราออด

	 อัตัราออด (Odds Ratio) คืือ อัตัราส่่วนระหว่่างโอกาส

ที่่�จะเกิดิเหตุุการณ์์ที่่�สนใจกับัโอกาสที่่�จะไม่เ่กิดิเหตุุการณ์์ที่่�สนใจ 

และหมายถึงึ โอกาสที่่�จะเกิดิเหตุุการณ์์ที่่�สนใจเป็็นกี่่�เท่่า

ของโอกาสที่่�จะไม่เ่กิดิเหตุุการณ์์ที่่�สนใจ [24]

3.	 วิิธีีดำำ�เนิินการวิิจัยั 

	 ข้อ้มูลูที่่�ใช้ใ้นการวิจิัยัได้จ้ากการจำำ�ลองด้ว้ยวิธิีีการมอนติคิาร์โ์ล 

(Monte Carlo Simulation) ใช้้การเขีียนโปรแกรม  R 

เวอร์ช์ั่่ �น 4.2.3 ในการวิเิคราะห์ข์้อ้มูลูและประมวลผลตามขั้้ �นตอน

ในภาพที่่� 1 โดยทำำ�การจำำ�ลองข้อ้มูลูด้ว้ยโมเดลการถดถอย

โลจิสิติกิที่่�กำำ�หนดให้จ้ำำ�นวนกลุ่่�มหลักัมีีร้อ้ยละ 70 และจำำ�นวน

ตัวัแปรทำำ�นายมีี  8 ตั วัแปร โดยจะแบ่่งออกเป็็น 2 กลุ่่�ม 

คืือตััวแปรจััดประเภทและตััวแปรต่่อเน่ื่�อง นอกจากน้ี้�

การจำำ�ลองข้อ้มูลูทำำ�ภายใต้ส้ถานการณ์์ที่่�แตกต่า่งกันั 5 เงื่่�อนไข 

ประกอบด้ว้ย (1) วิธิีีปรับัสมดุลุข้อ้มูลู 2 วิธิีี ได้แ้ก่่ วิธิีีสุ่่�มเกินิ 

(OVER) และวิธิีีผสมผสาน (HYBRID) (2) เทคนิคการจำำ�แนก 

3 เทคนิค ได้แ้ก่่ แรนดอมฟอร์เ์รส (RF) การถดถอยโลจิสิติกิ (LR) 

และซัพัพอร์ต์เวคเตอร์แ์มชชีีน (SVM) (3) ขนาดตัวัอย่า่ง 2 ระดับั 

ได้แ้ก่่ 300 และ 500 (4) อัตัราส่ว่นของจำำ�นวนตัวัแปรทำำ�นาย

ที่่�เป็็นตัวัแปรจัดัประเภท (CAT) ต่่อตัวัแปรต่่อเน่ื่�อง (CON) 

2 ระดับั คืือ 5:3 และ 6:2 เน่ื่�องจากในงานวิจิัยัน้ี้�สนใจศึกึษา

ในขอบเขตของการมีีจำำ�นวนตัวัแปรทำำ�นายที่่�เป็็นตัวัแปร

จัดัประเภทมากกว่า่ตัวัแปรต่่อเน่ื่�อง ทั้้ �งน้ี้�จำำ�นวนของตัวัแปร

จัดัประเภทเป็็นปััจจัยัหนึ่่�งที่่�มีผีลต่อ่การพิจิารณาเลืือกวิธิีีการ

ปรัับสมดุุลข้้อมููล โดยวิิธีีการปรัับสมดุุลข้้อมููลบางวิิธีี

กรณีี CAT CON เขียีนแทนด้ว้ย

1 L L LL

2 L H LH

3 H L HL

4 H H HH

ภาพท่ี่ � 1 ขั้้ �นตอนการจำำ�ลองข้อ้มูลู
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	 ชุดุข้อ้มูลูที่่�ได้จ้ะมีีตัวัแปรทำำ�นาย 8 ตัวัแปร แบ่ง่เป็็น 2 กลุ่่�ม 

คืือกลุ่่�มตััวแปรจััดประเภทและกลุ่่�มตััวแปรต่่อเน่ื่�องใน

อัตัราส่ว่น 5:3 และ 6:2 ตัวัแปรทำำ�นายแต่่ละกลุ่่�มจะมีีค่า่ OR 

ในช่่วง [1,2) หรืือ [2,3) และมีีตััวแปรตามเป็็นตััวแปร

จัดัประเภทซึ่่�งมีผีลลัพัธ์์ที่่�เป็็นไปได้้ 2 ค่ ่า โดยมีีจำำ�นวน

ข้อ้มูลูกลุ่่�มหลักัคิดิเป็็นร้อ้ยละ 70 ดังัในภาพที่่� 2

	 การวัดัประสิทิธิภิาพการปรับัสมดุลุข้อ้มูลูจะพิจิารณาจาก

ค่่าความถููกต้้อง (accuracy) ค่ ่าความไว  (sensitivity) 

และค่า่ความจำำ�เพาะ (specificity) ค่า่ดังักล่า่วจะคำำ�นวณได้้

จากสมการ ต่่อไปน้ี้�

	 	 ค่่าความถููกต้้อง (accuracy) คืือ การแสดงการวัดั 

ที่่�ได้ม้ีีความถูกูต้อ้งในรูปูอัตัราส่ว่น [25]

		  accuracy		  = 
TN+TN

TP+TN+FP+FN  

	 	 ค่่าความไว (sensitivity) คืือ สัดัส่่วนของผลบวก

ที่่�เป็็นจริงิสำำ�หรับัภาวะนั้้ �น ๆ [16]	

		  sensitivity	 =  

	 	 ค่า่ความจำำ�เพาะ (specificity) คืือ สัดัส่ว่นของผลลบ

ที่่�เป็็นจริงิสำำ�หรับัภาวะนั้้ �น ๆ [16]

		  specificity 	 =  

เมื่่�อ TP = True Positive, TN = True Negative, FN = False 

Negative และ FP = False Positive

    TP
TP+FN

    TN
TN+FP

ภาพท่ี่ � 2 การกระจายข้อ้มูลูของตััวแปรตาม

ตารางท่ี่ � 1 ผลการเปรียีบเทียีบประสิทิธิภิาพของเทคนิิคการจำำ�แนกข้อ้มูลูที่่ �ถูกูปรัับสมดุลุแต่ล่ะวิธิี ีเมื่่ �ออััตราส่ว่นของจำำ�นวน 

 		       ตััวแปรจััดประเภทและตััวแปรต่่อเน่ื่ �อง คืือ 5:3

ขนาด

ตัวัอย่า่ง

อัตัราออด วิธิีสีุ่่�มเกินิ วิธิีผีสมผสาน

ตัวัแปรจัดัประเภท ตัวัแปรต่่อเน่ื่�อง LR RF SVM LR RF SVM

ค่า่ความถูกูต้อ้ง

300

L L 0.875 0.999 0.960 0.919 0.988 0.971

L H 0.909 0.995 0.983 0.872 0.995 0.981

H L 0.903 0.992 0.992 0.943 0.994 0.985

H H 0.926 0.996 0.982 0.919 0.999 0.985

ค่า่เฉลี่่�ย 0.903 0.996 0.979 0.913 0.994 0.981

500

L L 0.952 0.998 0.988 0.948 0.996 0.991

L H 0.923 0.996 0.982 0.965 0.998 0.985

H L 0.942 0.983 0.976 0.948 0.985 0.974

H H 0.925 0.999 0.972 0.943 0.994 0.988

ค่า่เฉลี่่�ย 0.936 0.994 0.980 0.951 0.993 0.985
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ตารางท่ี่ � 1 ผลการเปรียีบเทียีบประสิทิธิภิาพของเทคนิิคการจำำ�แนกข้อ้มูลูที่่ �ถูกูปรัับสมดุลุแต่ล่ะวิธิี ีเมื่่ �ออััตราส่ว่นของจำำ�นวน 

 		       ตััวแปรจััดประเภทและตััวแปรต่่อเน่ื่ �อง คืือ 5:3 (ต่่อ)

ขนาด

ตัวัอย่า่ง

อัตัราออด วิธิีสีุ่่�มเกินิ วิธิีผีสมผสาน

ตัวัแปรจัดัประเภท ตัวัแปรต่่อเน่ื่�อง LR RF SVM LR RF SVM

ค่า่ความไว

300

L L 0.832 1.000 0.944 0.888 1.000 0.953

L H 0.896 0.993 1.000 0.870 0.997 0.981

H L 0.893 0.998 0.984 0.962 0.99 0.972

H H 0.923 1.000 0.966 0.907 1.000 1.000

ค่า่เฉลี่่�ย 0.886 0.998 0.974 0.907 0.997 0.9765

500

L L 0.942 0.995 0.975 0.953 0.990 0.988

L H 0.918 0.992 0.968 0.953 1.000 0.976

H L 0.960 0.972 0.956 0.941 0.972 0.965

H H 0.911 1.000 0.972 0.941 0.989 0.988

ค่า่เฉลี่่�ย 0.933 0.990 0.968 0.947 0.988 0.979

ค่า่ความจำำ�เพาะ

300

L L 0.920 1.000 0.978 0.951 0.983 0.990

L H 0.924 1.000 0.966 0.873 0.992 0.980

H L 0.914 0.982 1.000 0.922 0.982 1.000

H H 0.982 0.993 1.000 0.932 0.996 0.970

ค่า่เฉลี่่�ย 0.923 0.994 0.986 0.920 0.988 0.985

500

L L 0.961 1.000 1.000 0.944 0.995 0.994

L H 0.927 0.998 0.995 0.977 0.991 0.994

H L 0.926 1.000 0.995 0.955 1.000 0.983

H H 0.983 0.999 0.973 0.944 1.000 0.988

ค่า่เฉลี่่�ย 0.938 0.999 0.911 0.955 0.977 0.990

ตัวัทึบึ หมายถึงึ ค่า่สูงูสุดุของค่า่ความถูกูต้อ้ง ค่า่ความไว และค่า่ความจำำ�เพาะ
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ตารางท่ี่ � 2 ผลการเปรียีบเทียีบประสิทิธิภิาพของเทคนิิคการจำำ�แนกข้อ้มูลูที่่ �ถูกูปรัับสมดุลุแต่ล่ะวิธิี ีเมื่่ �ออััตราส่ว่นของจำำ�นวน 

 		       ตััวแปรจััดประเภทและตััวแปรต่่อเน่ื่ �อง คืือ 6:2 

ขนาด

ตัวัอย่า่ง

อัตัราออด วิธิีสีุ่่�มเกินิ วิธิีผีสมผสาน

ตัวัแปรจัดัประเภท ตัวัแปรต่่อเน่ื่�อง LR RF SVM LR RF SVM

ค่า่ความถูกูต้อ้ง

300

L L 0.879 0.999 0.98 0.895 0.989 0.981

L H 0.915 0.997 0.963 0.853 0.995 0.985

H L 0.901 0.999 0.981 0.914 0.996 0.985

H H 0.881 0.992 0.996 0.905 0.999 0.976

ค่า่เฉลี่่�ย 0.894 0.997 0.98 0.892 0.995 0.982

500

L L 0.92 0.997 0.984 0.928 0.998 0.988

L H 0.901 0.996 0.978 0.897 0.985 0.982

H L 0.920 0.992 0.975 0.920 0.994 0.98

H H 0.930 0.999 0.975 0.911 0.993 0.988

ค่า่เฉลี่่�ย

ค่า่ความไว

300

L L 0.874 1.000 0.962 0.884 0.977 0.964

L H 0.894 1.000 0.950 0.849 1.000 0.982

H L 0.922 0.999 0.985 0.946 0.994 0.991

H H 0.886 0.988 0.992 0.911 0.998 0.955

ค่า่เฉลี่่�ย 0.894 0.997 0.972 0.8975 0.992 0.973

500

L L 0.920 0.995 0.968 0.914 1.000 0.982

L H 0.896 1.000 0.962 0.885 0.973 0.965

H L 0.924 1.000 0.950 0.902 0.996 0.971

H H 0.917 1.000 0.970 0.897 1.000 0.988

ค่า่เฉลี่่�ย 0.914 0.999 0.962 0.899 0.992 0.976
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ข้อ้มููลด้้วยวิธิีีสุ่่�มเกินิ ให้้ค่่าความถููกต้้องสููงสุุด คืือ 0.996 

และค่่าความไวสููงสุุด คืือ 0.998 ส่ ่วนขนาดตัวัอย่่าง 500 

ซึึ่งจำำ�แนกข้อ้มููลด้้วยแรนดอมฟอร์์เรสโดยการปรับัสมดุุล

ข้อ้มูลูด้ว้ยวิธิีีสุ่่�มเกินิค่า่ความจำำ�เพาะสูงูสุดุ คืือ 0.999 

	 จากตารางที่่� 2 อัตัราส่ว่นของจำำ�นวนตัวัแปรจัดัประเภท

และตัวัแปรต่่อเน่ื่�อง คืือ 6:2 พบว่่า ขนาดตัวัอย่่าง 300 

4.	 ผลการดำำ�เนิินงาน 

	 ผลการวิเิคราะห์เ์ปรีียบเทียีบประสิทิธิภิาพแสดงดังัตารางทีี่ 

1 และ 2 

	 จากตารางที่่� 1 อัตัราส่ว่นของจำำ�นวนตัวัแปรจัดัประเภท

และตัวัแปรต่่อเน่ื่�อง คืือ 5:3 พบว่่า ขนาดตัวัอย่่าง 300 

ซึ่่�งจำำ�แนกข้อ้มููลด้้วยแรนดอมฟอร์์เรสโดยการปรับัสมดุุล

ตารางท่ี่ � 2 ผลการเปรียีบเทียีบประสิทิธิภิาพของเทคนิิคการจำำ�แนกข้อ้มูลูที่่ �ถูกูปรัับสมดุลุแต่ล่ะวิธิี ีเมื่่ �ออััตราส่ว่นของจำำ�นวน 

 		       ตััวแปรจััดประเภทและตััวแปรต่่อเน่ื่ �อง คืือ 6:2 (ต่่อ) 

ขนาด

ตัวัอย่า่ง

อัตัราออด วิธิีสีุ่่�มเกินิ วิธิีผีสมผสาน

ตัวัแปรจัดัประเภท ตัวัแปรต่่อเน่ื่�อง LR RF SVM LR RF SVM

ค่า่ความจำำ�เพาะ

300

L L 0.885 0.998 1.000 0.908 0.990 1.000

L H 0.938 0.996 0.977 0.857 0.995 0.989

H L 0.877 1.000 0.977 0.877 0.998 0.979

H H 0.877 0.999 1.000 0.897 1.000 1.000

ค่า่เฉลี่่�ย 0.894 0.998 0.989 0.885 0.996 0.992

500

L L 0.921 1.000 1.000 0.942 1.000 0.994

L H 0.907 0.993 0.995 0.908 0.992 1.000

H L 0.917 0.986 1.000 0.937 0.990 0.986

H H 0.942 1.000 0.980 0.925 0.989 0.988

ค่า่เฉลี่่�ย 0.922 0.995 0.994 0.928 0.993 0.992

ตัวัทึบึ หมายถึงึ ค่า่สูงูสุุดของค่า่ความถูกูต้อ้ง ค่า่ความไว และค่า่ความจำำ�เพาะ

ภาพท่ี่ � 3 ค่า่ความถูกูต้อ้งของเทคนิิคการจำำ�แนกข้อ้มูลูที่่ �ถูกูปรัับสมดุลุแต่่ละวิธิีี
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ซึึ่งจำำ�แนกข้อ้มููลด้้วยแรนดอมฟอร์์เรสโดยการปรับัสมดุุล

ข้อ้มููลด้ว้ยวิธิีีสุ่่�มเกินิ ให้ค้่่าความถููกต้้องสููงสุุด คืื อ 0.997 

และค่า่ความจำำ�เพาะสูงูสุดุ คืือ 0.998 ส่ว่นขนาดตัวัอย่า่ง 500 

ซึ่่�งจำำ�แนกข้อ้มููลด้้วยแรนดอมฟอร์์เรสโดยการปรับัสมดุุล

ข้อ้มูลูด้ว้ยวิธิีีสุ่่�มเกินิค่า่ความไวสูงูสุดุ คืือ 0.998 

	 จากภาพที่่� 3 พ บว่่าที่่�ขนาดตััวอย่่างและระดัับของ

อัตัราออด  (Odds Ratio) เท่า่กันั การจำำ�แนกด้ว้ยวิธิีีถดถอย 

โลจิสิติกิส่ว่นใหญ่่มีีค่า่ความถูกูต้อ้งลดลง เมื่่�ออัตัราส่ว่นของ

จำำ�นวนตัวัแปรจัดัประเภทและตัวัแปรต่่อเน่ื่�องเพิ่่�มจาก 5:3 

เ ป็็น 6:2 และถ้้าพิิจารณาจากขนาดตััวอย่่าง พบว่่า 

เมื่่�อขนาดตัวัอย่า่งเพิ่่�มขึ้้�นจะทำำ�ให้ค้่า่ความถูกูต้อ้งจะเพิ่่�มขึ้้�น

เล็ก็น้้อยในเกืือบทุกุวิธิีีการจำำ�แนกโดยเฉพาะวิธิีีถดถอยโลจิสิติกิ

5.	 สรุปุ 

	 การวิจิัยัการเปรีียบเทียีบประสิทิธิภิาพของแต่่ละวิธิีีการ

ปรับัสมดุุลข้อ้มููลภายใต้้สถานการณ์์จำำ�ลองที่่�แตกต่่างกันั 

พบว่่าวิิธีีที่่�มีีประสิิทธิิภาพสููงสุุด คืือ ปรัับสมดุุลข้้อมููล

ด้ว้ยวิธิีีสุ่่�มเกินิ (Over Sampling Methods) และใช้ก้ารจำำ�แนก

ด้ว้ยเทคนิคแรนดอมฟอร์เ์รส (Random Forest) ถ้า้พิจิารณา

เฉพาะเทคนิคการจำำ�แนกข้อ้มูลูจะพบว่า่ วิธิีีที่่�มีปีระสิทิธิภิาพ

สูงูสุดุ คืือ แรนดอมฟอร์เ์รส (Random Forest) รองลงมา คืือ 

ซัพัพอร์ต์เวคเตอร์แ์มชชีีน (Support Vector Machine) และ

การถดถอยโลจิิสติิก (Logistic Regression) ตามลำำ�ดับั 

สอดคล้้องกับังานวิจิัยัของ Zhu, Zhou และ Zhang [26] 

ที่่�พิจิารณาวิธิีีที่่�มีปีระสิทิธิภิาพสูงูที่่�สุดุในการระบุแุหล่ง่กักัเก็บ็

ก๊๊าซจากชั้้ �นหินิดินิดานคุณุภาพสูงู โดยใช้ก้ารสุ่่�มเกินิร่ว่มกับั

วิธิีีแรนดอมฟอร์เ์รส วิธิีีการเพื่่�อนบ้า้นใกล้ท้ี่่�สุดุ  (K-Nearest 

Neighbors) และวิธิีีซัพัพอร์ต์เวคเตอร์แ์มชชีีน พบว่า่การสุ่่�มเกินิ

ร่ว่มกับัแรนดอมฟอร์เ์รส มีปีระสิทิธิภิาพสูงูที่่�สุดุสามารถเพิ่่�ม

ค่า่ความถูกูต้อ้งในการทำำ�นายจากร้อ้ยละ 44 เป็็นร้อ้ยละ 78 

นอกจากนั้้ �นพบว่่าค่่าความถููกต้้องลดลงสำำ�หรับัอัตัราออด

ของตััวแปรทำำ�นายส่่วนใหญ่่ที่่�มีีจำำ�นวนตััวแปรทำำ�นาย

ที่่�เป็็นตัวัแปรจัดัประเภทเพิ่่�มขึ้้�น และค่า่ความถูกูต้อ้งจะเพิ่่�มขึึน้ 

และค่่าความถููกต้อ้งจะเพิ่่�มขึ้้�นเล็ก็น้้อย เมื่่�ออัตัราส่่วนของ

จำำ�นวนตัวัแปรจัดัประเภทและตัวัแปรต่อ่เน่ื่�องเป็็นอัตัราส่ว่น

เดีียวกันัแต่่ขนาดตัวัอย่า่งเพิ่่�มขึ้้�น

	 ข้อ้เสนอแนะในการวิจิัยั การปรับัสมดุลุของข้อ้มูลูสามารถ

ใช้ว้ิธิีีอื่่�น ๆ ได้แ้ก่่ SMOTE-ENN และ ADASYN เป็็นต้น้ 

การวิเิคราะห์ข์้อ้มูลูอาจเพิ่่�มเทคนิคการจำำ�แนกให้ค้รอบคลุมุมากขึ้้�น 

ได้แ้ก่่ วิธิีีการเพื่่�อนบ้า้นใกล้ท้ี่่�สุุด  (K-Nearest Neighbors) 

โครงข่า่ยประสาทเทียีม (Neural Network) เป็็นต้น้ นอกจากน้ี้�

สามารถนำำ�โมเดลไปประยุกุต์ใ์ช้ก้ับัชุดุข้อ้มูลูจริงิเพื่่�อทดสอบ

และเปรีียบเทียีบต่่อไป
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