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Abstract

The aims of this research are to compare the efficiency of
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imbalance techniques between over sampling and hybrid
methods and to compare performance of classification
techniques: random forest, logistic regression, and support
vector machine, via simulation. The study is given by high
imbalanced data and predicted variables which are mostly
categorical data. The criteria of the simulation are sample sizes,
ratio of the number of predicted variables between categorical
variables and continuous variables, and odds ratio. The results
shown that balancing data with over sampling method before
classify had higher accuracy, sensitivity, and specificity than
hybrid method in each sample sizes. In addition, the balanced
data classified with random forest had the highest accuracy,
sensitivity, and specificity, the average were 0.996, 0.999
and 0.998 respectively. Moreover, logistic regression technique
yields less accurate classification when the number of categorical
variables is higher. The result of research can be used
as a guideline for choosing a data balancing method which

appropriate to data conditions in real situations.

Keywords: Imbalance Data, Categorical Data, Classification,
Simulation, Over Sampling Methods, Hybrid Methods.
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fnnuh
L L 0.832 1.000 0.944 0.888 1.000 0.953
L H 0.896 | 0.993 | 1.000 | 0870 | 0.997 | 0.981
300 H L 0.893 0.998 0.984 0.962 0.99 0.972
H H 0923 | 1.000 | 0966 | 0907 | 1.000 | 1.000
. 0886 | 0998 | 0974 | 0907 | 0997 | 09765
L L 0.942 0.995 0.975 0.953 0.990 0.988
L H 0.918 0.992 0.968 0.953 1.000 0.976
500 H L 0.960 0.972 0.956 0.941 0.972 0.965
H H 0911 1.000 0.972 0.941 0.989 0.988
flaag 0933 | 0990 | 0968 | 0947 | 0988 | 0979
ANANNT NN
L L 0.920 1.000 0.978 0.951 0.983 0.990
L H 0.924 1.000 0.966 0.873 0.992 0.980
300 H L 0.914 0.982 1.000 0.922 0.982 1.000
H H 0.982 0.993 1.000 0.932 0.996 0.970
. 0923 | 0994 | 098 | 0920 | 0988 | 0985
L L 0.961 1.000 1.000 0.944 0.995 0.994
L H 0927 | 0998 | 0995 [ 0977 | 0.991 | 0.994
500 H L 0.926 1.000 0.995 0.955 1.000 0.983
H H 0.983 | 0999 | 0973 | 0944 | 1.000 | 0.988
flaae 0938 | 0999 | 0911 | 0955 | 0977 | 099
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ATl szinnuazaulsaaiiias fa 6:2

U6 201080 gL ATNEUNEY
Mot | drudssadssan | dudsdaiios LR RF SVM LR RF SVM
AANNYNADY

L L 0.879 0.999 0.98 0.895 0.989 0.981
L H 0.915 0.997 0.963 0.853 0.995 0.985
300 H L 0.901 0.999 0.981 0914 0.996 0.985
H H 0.881 0.992 0.996 0.905 0.999 0.976
dlaae 0894 | 0997 | 098 | 0892 | 0995 | 0982
L L 0.92 0.997 0.984 0.928 0.998 0.988
L H 0.901 0.996 0.978 0.897 0.985 0.982
500 H L 0.920 0.992 0.975 0.920 0.994 0.98
H H 0.930 0.999 0.975 0911 0.993 0.988

Aade

fanal

L L 0.874 1.000 0.962 0.884 0.977 0.964
L H 0.894 1.000 0.950 0.849 1.000 0.982
300 H L 0.922 0.999 0.985 0.946 0.994 0.991
H H 0.886 0.988 0.992 0911 0.998 0.955
FLads 0.894 | 0.997 | 0972 | 08975 | 0992 | 0973
L L 0.920 0.995 0.968 0914 1.000 0.982
L H 0896 | 1.000 | 0962 | 0885 | 0.973 | 0.965
500 H L 0.924 1.000 0.950 0.902 0.996 0.971
H H 0917 | 1.000 | 0970 | 0897 | 1.000 | 0.988
flaae 0914 | 0999 | 0962 | 0899 | 0992 | 0976
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sl rantszinnuazaanlsdaiiias e 6:2 (da)

UG 2071000 ADFULAL ADHEUNE

Mot | grudssadszan | dudsdaiio LR RF SVM LR RF SVM
ANAMNI N

L L 0.885 | 0998 | 1.000 | 0908 | 0.990 | 1.000
L H 0938 | 099 | 0977 [ 0857 | 0.995 | 0.989
300 H L 0.877 1.000 0.977 0.877 0.998 0.979
H H 0.877 0.999 1.000 0.897 1.000 1.000
dady 0894 | 0998 | 0989 | 0885 | 099 | 0992
L L 0.921 1.000 1.000 0.942 1.000 0.994
L H 0.907 0.993 0.995 0.908 0.992 1.000
500 H L 0.917 0.986 1.000 0.937 0.990 0.986
H H 0.942 1.000 0.980 0.925 0.989 0.988
q-?hw,ﬁlg 0.922 0.995 0.994 0.928 0.993 0.992
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Toyadrwitquiin lvdanugndasgiga Aa 0.996
LLa:@hmwvhgaq@ fa 0.998 FIUVUIAAIDENT 500
s’fi'afﬁﬂLLuﬂiagaﬁaULLsu@awwa§LsaI@sﬂ13ﬂ§'uaw@ga
Toyae s IBFUALAIANNIUNIEFIFA Ad 0.999
NANTIN 2 saTMEInTasTIInTILLITALHAN
wazeaudsdatiios @o 6:2 WU WIAA28819 300
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FadwundayadisuinaaunaisalasnUivauga
ToyadiniTguiiu lddranugndasgega fa 0.997
UAZAIANINNIZFIFA A8 0.998 EIUIUIAAIENT 500
s'fiafﬁwLLuﬂiaya@TazJLmeamWaimImmsﬂ%’uawqa
Tayadifguindnanalgiga fa 0.998
IINAINT 3 WUINNBUIAGI881ILAZIZAUD
8@71880 (Odds Ratio) ¥iN% NMIsuunal83fnanas
Iaﬁaﬁﬂmusl,my'ﬁmmmgﬂﬁaaa@m \ladanaiunas
Sruumndssadsnnuazeaudsdatiiasdinan 5:3
L% 6:2 WAZHININTMINIBIAA2D LI WL
Lfiammm”aaaml,ﬁ'wﬁm:ﬁﬂﬁmmwwgﬂﬁaaauﬁ'wﬁu
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adda

WudnItnidseaniningiga Ao Usuanqadaya
@2835§uLA% (Over Sampling Methods) wazldnssuun
MNARALIUABNND3LIE (Random Forest) SNRNINTH
wwzimaiinmaiuuntayaszwuin SEnfusEnsmn
980 Ao LIUABNNWATIIR (Random Forest) 789841 A
TANDIALIALADSULNTTU (Support Vector Machine) Wag
Asnanaslaia@n (Logistic Regression) AMNAIAL
§OAANEINUITKITLVDY Zhu, Zhou WAZ Zhang [26]
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ﬁ"ﬂsﬁmnfuﬁuﬁumuqmmw &9 1a ﬂlﬁmiﬁf‘imﬁuimﬁu
SFusuaaunasiss Samaiantwlngd §0 (K-Nearest
Neighbors) Waz3TFWwa faLaaiaasuasde wuhnmagain
TuAULIUaaNNasLIE ﬁﬁi:ﬁﬂﬁmwgaﬁq@mmsmﬁ |
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