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Elastic Knowledge-based System for Data Analytics on

Cloud Computing Platform

บทคัดัย่่อ
	ร ะบบฐานความรู้้�เป็็นระเบียีบวิธิีหีน่ึ่�งที่่�จะช่่วยวิเิคราะห์์

ข้อ้มููลที่่�มีรีููปแบบของความสัมัพันัธ์ร์ะหว่า่งข้อ้มููลที่่�ซับัซ้อ้น

ด้ว้ยการสกัดัสารสนเทศและความรู้้�แบบปริยิายออกมาจาก

ข้อ้มููลข้อ้เท็จ็จริงิที่่�ชัดัแจ้ง้ผ่า่นกระบวนการอนุุมานด้ว้ยเหตุุผล 

อย่า่งไรก็ต็าม เมื่่�อข้อ้มููลที่่�ต้อ้งนำำ�มาวิเิคราะห์ม์ีจีำำ�นวนมาก

และขนาดใหญ่่ ทำำ�ให้้ต้้องใช้้เวลาในการประมวลผลนาน 

งานวิจิัยันี้้�เป็็นการนำำ�เสนอวิธิีกีารวิเิคราะห์ข์้อ้มููลขนาดใหญ่่

ด้ว้ยการใช้ร้ะบบฐานความรู้้�บนคลาวด์ค์อมพิวิติงิ เพื่่�อวิเิคราะห์ข์้อ้มููล

จำำ�นวนมากได้ใ้นเวลาอันัรวดเร็ว็ โดยกระจายการประมวลผล

ของระบบฐานความรู้้�ไปในทรัพัยากรคอมพิวิเตอร์ใ์นระบบ

คลาวด์ค์อมพิวิติงิอย่า่งยืืดหยุ่่�นด้ว้ยการปรับัขนาดแบบอัตัโนมัตัิ ิ

เพื่่�อเพิ่่�มหรืือลดจำำ�นวนทรัพัยากรประมวลผลตามปริมิาณงาน 

ระบบนี้้�ถูกูทดสอบด้ว้ยการเปรียีบเทียีบเวลาที่่�ใช้ใ้นการวิเิคราะห์์

ข้อ้มููลการชำำ�รุดุของอุุปกรณ์เมื่่�อใช้ก้ารปรับัขนาดทรัพัยากร

แบบอัตัโนมัตัิิและเมื่่�อใช้ท้รัพัยากรแบบคงที่่� ผลการทดสอบ

แสดงให้เ้ห็น็ว่า่ สามารถวิิเคราะห์์และประมวลผลข้้อมููล

อุุปกรณ์ชำำ�รุุดได้อ้ย่า่งรวดเร็ว็ โดยใช้เ้วลาในการประมวล

ผลเสร็จ็ใกล้เ้คียีงกับัการใช้เ้ครื่่�องเสมืือนจำำ�นวน 9 เครื่่�อง 

แต่่เสียีค่่าใช้้จ่่ายใกล้้เคียีงกับัการใช้้เครื่่�องเสมืือนจำำ�นวน 

2 เครื่่�อง ทำำ�ให้ไ้ด้ป้ระสิทิธิภิาพต่่อราคาที่่�สููงสุดุ
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Abstract

	 Knowledge-based system (KBS) is a methodology to 

carry out an analysis on data having complex interrelationships 

as it can derive implicit information and knowledge from 

explicit facts through logical inference process. However, due to 

the growing number and size of data, the data analysis process 

spends longer time. This research presents a framework 

to analyze big data with KBS on cloud computing. Our work 

aims to shorten the time to analyze big data by distributing 

KBS processes to multiple cloud computing resources elastically. 

The system can auto-scale to increase or decrease computing 

resources to match the workload at each moment. The proposed 

system is tested by comparing the execution time when using 

and not using auto-scaling to analyze equipment failure dataset. 

The results show that the analysis of the dataset is completed 

faster. The execution time is close to that of  9 virtual machines 

while the cost is similar to that of  2 virtual machines, achieving 

the best price-performance ratio.

Keywords: Knowledge-based System, Cloud Computing,  

		         Distributed Computing

1.	 บทนำำ�

	 การวิิเคราะห์์ข้้อมููลด้้วยการใช้้ระบบฐานความรู้้� 

(Knowledge-based System) เป็็นระเบียีบวิธิีหีน่ึ่�ง ซึ่่�งจะช่ว่ย

ให้้สามารถวิเิคราะห์์ข้้อมููลที่่�มีรีููปแบบของความสัมัพันัธ์์

ระหว่า่งข้อ้มููลที่่�ซับัซ้อ้น เพื่่�อสกัดัสารสนเทศ (Information) 
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และความรู้้�แบบปริยิาย (Implicit Knowledge) ออกมาจากข้อ้มููล

ข้อ้เท็จ็จริงิที่่�ชัดัแจ้ง้ (Explicit Facts) ผ่า่นกระบวนการอนุุมาน

ด้ว้ยเหตุุผล (Inference) เพื่่�อจะนำำ�ไปสู่่�การตัดัสินิใจที่่�แม่น่ยำำ�ขึ้้�น 

สามารถเพิ่่�มประสิทิธิภิาพการทำำ�งาน เพิ่่�มผลกำำ�ไรให้แ้ก่่ธุรุกิจิ 

และลดค่า่ใช้จ้่า่ยขององค์ก์ร ตัวัอย่า่งเช่น่ การวิเิคราะห์ข์้อ้มููล

อุุปกรณ์ชำำ�รุดุ จะช่ว่ยให้ห้น่่วยงานสามารถหาระยะเวลาเฉลี่่�ย

ระหว่า่งการเสียีหายแต่ล่ะครั้้ �ง (Mean Time Between Failure) 

สืืบค้น้สาเหตุุของการชำำ�รุดุที่่�แท้จ้ริงิ และคำำ�นวณค่า่อัตัราการชำำ�รุดุ 

(Failure Rate) ได้้ ช่่วยให้้หน่่วยงานสามารถนำำ�ข้้อมููลนี้้�

มาปรับัปรุุงคุุณลักัษณะเฉพาะของอุุปกรณ์ วิธิีกีารจัดัซื้้�อ 

การใช้ง้าน และซ่อ่มบำำ�รุงุสำำ�หรับัอุุปกรณ์แต่ล่ะกลุ่่�มให้ด้ียีิ่่�งขึ้้�น

	 โดยทั่่ �วไปการวิิเคราะห์์ข้้อมููลอุุปกรณ์ชำำ�รุุดจะต้้องมีี

การรวบรวมข้อ้มููลต่า่ง ๆ ที่่�เกี่่�ยวกับัอุุปกรณ์ ตั้้ �งแต่ก่ารจัดัซื้้�อ 

การใช้ง้าน การซ่อมบำำ�รุงุ ซึ่่�งข้อ้มููลเหล่า่นี้้�มีคีวามเชื่่�อมโยง

และสัมัพันัธ์ก์ันัในเชิงิเวลา (Temporal Relation) แต่่ข้อ้มููลมักัจะ

ถููกจัดัเก็็บแยกกันัคนละฐานข้อ้มููลตามโครงสร้้างองค์์กร

ของหน่่วยงาน ดังันั้้ �น ข้อ้มููลเหล่า่นี้้�จะต้อ้งถูกูรวบรวมมาจาก

หลายระบบและนำำ�มาวิิเคราะห์์ร่่วมกันั เพื่่�อให้้ได้้ข้้อมููล

อุุปกรณ์ชำำ�รุุดที่่�ถููกต้้องครบถ้้วน แต่่จากการศึึกษาข้อ้มููล

อุุปกรณ์ชำำ�รุดุของหน่่วยงานหน่ึ่�ง พบว่า่ ข้อ้มููลไม่ค่รบถ้ว้น

ตามที่่�ต้้องการ และมีคีวามคลาดเคลื่่�อน อันัเน่ื่�องมาจาก

การบันัทึึกข้อ้มููลของผู้้�ปฏิบิัตัิงิาน ทำำ�ให้ต้้้องใช้ร้ะบบฐาน

ความรู้้�ในการวิเิคราะห์ข์้อ้มููลอุุปกรณ์ชำำ�รุดุนี้้� เพื่่�อตรวจสอบ

ความสอดคล้อ้งระหว่า่งชุดุข้อ้มููล และเติมิเต็ม็ส่ว่นที่่�หายไป 

เพื่่�อให้ไ้ด้ข้้อ้มููลการชำำ�รุดุที่่�ครบถ้ว้นที่่�สุดุ ภายใต้อ้งค์ค์วามรู้้�

ที่่�ได้จ้ากผู้้�เชี่่�ยวชาญ

	 นอกจากนี้้� ข้อ้มููลที่่�นำำ�มาวิเิคราะห์ม์ีจีำำ�นวนมาก และขนาดใหญ่่ 

ทำำ�ให้ต้้อ้งใช้เ้วลาในการประมวลผลนาน ดังันั้้ �น งานวิจิัยันี้้�

ได้้นำำ�เสนอวิิธีีการวิิเคราะห์์ข้้อมููลขนาดใหญ่่ด้้วยการใช้้

ระบบฐานความรู้้�บนคลาวด์ค์อมพิวิติงิ เพื่่�อวิเิคราะห์ข์้อ้มููล

จำำ�นวนมากได้ใ้นเวลาอันัรวดเร็ว็ โดยการกระจายการประมวลผล

ของระบบฐานความรู้้�ไปยังัทรัพัยากรคอมพิวิเตอร์ใ์นระบบ

คลาวด์ค์อมพิวิติงิอย่า่งยืืดหยุ่่�นด้ว้ยการปรับัขนาดทรัพัยากร

อัตัโนมัตัิ ิ (Auto-scaling) เพื่่�อเพิ่่�มหรืือลดจำำ�นวนทรัพัยากร

ประมวลผลให้ส้อดคล้อ้งตามปริมิาณงาน บทความวิจิัยัชิ้้�นนี้้�

จะนำำ�เสนอแนวคิดิและประโยชน์ที่่�สำำ�คัญัของงานวิจิัยัใน 2 ด้า้น 

ได้แ้ก่่

	 1) การออกแบบและพัฒันา QoS-based Elastic Data 

Processing and Analyzing (QEDPA) Framework เป็็นระบบจัดังาน 

และกระจายงาน เพื่่�อประมวลผลในลักัษณะของ High 

Throughput Batch Computing บนทรัพัยากรในระบบคลาวด์พ์ิวิติงิ 

สามารถเพิ่่�มลดจำำ�นวนทรัพัยากรได้อ้ย่า่งยืืดหยุ่่�นโดยอัตัโนมัตัิิ

ตามปริมิาณงานที่่�ต้อ้งประมวลผล ซึ่่�งจะช่ว่ยให้ป้ระมวลผล

งานได้เ้ร็ว็ขึ้้�น เน่ื่�องจากสามารถใช้ท้รัพัยากรจากระบบคลาวด์์

อย่า่งเต็ม็ที่่� ทรัพัยากรการคำำ�นวณมีเีวลาสููญเปล่า่ (Idle Time) ลดลง 

ซึ่่�งการเพิ่่�มลดทรัพัยากรแบบอัตัโนมัตัิ ิจะทำำ�ให้ม้ีปีระสิทิธิภิาพ

ต่่อราคาในการใช้ร้ะบบคลาวด์ส์ููงขึ้้�น

	 2) การประยุกุต์ใ์ช้ ้QEDPA Framework ในการวิเิคราะห์์

ข้อ้มููลขนาดใหญ่่บนระบบฐานความรู้้� (KBS) ด้ว้ยการกระจาย 

การประมวลผลของ KBS ไปยังัทรัพัยากรคอมพิวิเตอร์ข์อง

คลาวด์ค์อมพิวิติงิเพื่่�อวิเิคราะห์ข์้อ้มููลการชำำ�รุดุของอุุปกรณ์

2.	 ทฤษฎีีและงานวิิจัยัที่่�เก่ี่�ยวข้้อง

	 2.1 ก ารเพ่ิ่� มลดทรััพยากรคอมพิิวเตอร์์แบบ

ยืืดหยุ่่�นบนระบบคลาวด์ค์อมพิิวติิง

	 งานวิจิัยั และแพลตฟอร์ม์ที่่�เกี่่�ยวข้อ้งกับัการปรับัขนาด

ทรัพัยากรคอมพิวิเตอร์อ์ัตัโนมัตัิบินระบบคลาวด์ค์อมพิวิติงิ 

จากการทบทวนวรรณกรรม พบว่า่ มีงีานวิจิัยัของ Chen และคณะ [1] 

และ Bao และคณะ [2] นำำ�เสนองานวิจิัยัการปรับัจำำ�นวน

เครื่่�องคอมพิวิเตอร์เ์สมืือน (Virtual Machine) บนแพลตฟอร์ม์ 

OpenStack แบบคลาวด์ส์่ว่นตัวั (Private Cloud) โดยใช้โ้มเดล

การทำำ�นายภาระงานที่่�จะเกิดิขึ้้�นมาเป็็นตัวัตัดัสินิใจในการเพิ่่�มลด

จำำ�นวนเครื่่�องเสมืือน ซึ่่�งสามารถรองรับัภาระงานที่่�มีกีารเพิ่่�มขึ้้�น

และลดลงอย่า่งรวดเร็ว็บนหน่่วยประมวลผล และหน่่วยความจำำ�

ได้้อย่่างมีปีระสิทิธิภิาพ งานของ Souza และ Netto [3] 

เสนอการปรับัขนาดทรัพัยากรอัตัโนมัตัิบินสภาวะแวดล้อ้ม

การทำำ�งานแบบคลาวด์ค์อมพิวิติงิ โดยอาศัยัการตัดัสินิใจ

จากข้อ้มููลการทำำ�งานของแอปพลิเิคชันักับัภาระงานที่่�เกิดิขึ้้�น

บนหน่่วยประมวลผล โดยวิธิีกีารที่่�นำำ�เสนอสามารถทำำ�ให้้

การประมวลผลงานเสร็จ็ได้ต้ามข้อ้ตกลงในการให้บ้ริกิาร 

(SLA) ที่่�กำำ�หนดไว้ ้รวมถึึงมีปีระสิทิธิภิาพต่อ่ราคาที่่�ดีใีนการ

ใช้ห้น่่วยประมวลผลบนระบบคลาวด์ค์อมพิวิติงิ งานวิจิัยัของ 

Wang และคณะ [4] ได้เ้สนอวิธิีกีารปรับัปรุุงประสิทิธิภิาพ

ของการปรับัขนาดทรัพัยากรในแพลตฟอร์์ม Kubernetes 

1 หน่่วยงานภายใต้ก้ารกำำ�กับัของรัฐัที่่�มีขีนาดใหญ่่แห่ง่หน่ึ่�ง ที่่�มีจีำำ�นวนอุุปกรณ์ทั้้ �งขนาดเล็ก็

และใหญ่่ทั้้ �งหมดหลายแสนตัวั
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คลัสัเตอร์ ์ให้ม้ีกีารทำำ�งานที่่�เร็ว็ขึ้้�นโดยอาศัยัเทคนิิคการโหลด

อิมิเมจไฟล์์ไว้ล้่่วงหน้้า (Pre-load Image) บนโหนดสำำ�รอง

ที่่�มีกีารแชร์ใ์ห้ใ้ช้ง้านบน Kubernetes คลัสัเตอร์ ์โดยโหนดสำำ�รอง

จะถููกนำำ�มาใช้้เมื่่�อค่่าภาระงานของหน่่วยประมวลผล

และหน่่วยความจำำ�ของโหนดที่่�มีกีารใช้ง้านอยู่่�บน Kubernetes 

คลัสัเตอร์เ์กินิค่า่ที่่�กำำ�หนด นอกจากนั้้ �น ในส่ว่นของแพลตฟอร์ม์ 

Kubernetes [5] เองได้ม้ีกีารนำำ�เสนอการปรับัขนาดทรัพัยากร

อัตัโนมัตัิสิำำ�หรับัคอนเทนเนอร์ ์ (Container) ที่่�อยู่่�ภายโหนด

เดียีวกันับน Kubernetes คลัสัเตอร์โ์ดยอาศัยัการตัดัสินิใจจาก

ภาระงานที่่�เกิดิขึ้้�นกับัหน่่วยประมวลผล และหน่่วยความจำำ� 

รวมถึึงการขยายคอนเทนเนอร์ไ์ปยังัโหนดอื่่�น ๆ ที่่�เพิ่่�มขึ้้�น

มาภายใน Kubernetes คลัสัเตอร์ ์ อย่่างไรก็ต็าม งานวิจิัยั

และแพลตฟอร์ม์ที่่�กล่า่วมาไม่ไ่ด้ร้องรับัการเพิ่่�มลดทรัพัยากร

คอมพิวิเตอร์บ์นระบบคลาวด์ค์อมพิวิติงิในลักัษณะที่่�ทำำ�งาน

ร่ว่มกับัระบบจัดัการงานแบบ High Throughput Batch Computing 

แบบอัตัโนมัตัิ ิตามที่่�ได้น้ำำ�เสนอไว้ใ้น QEDPA Framework นี้้�

	สำ ำ�หรับับริกิารคลาวด์อ์ย่า่ง Amazon ParallelCluster [6] 

รองรับัการเพิ่่�มและลดทรัพัยากรคอมพิวิเตอร์แ์บบอัตัโนมัตัิิ

ตามปริมิาณงานที่่�รออยู่่�ในคิวิของระบบจัดัการงานเช่น่เดียีวกับั

ของ QEDPA Framework แต่่การใช้ง้าน Amazon Parallel Cluster 

จะถูกูจำำ�กัดัอยู่่�บนสภาวะแวดล้อ้มการทำำ�งานของ Amazon EC2 

ซึ่่�งเป็็นระบบคลาวด์์แบบสาธารณะเท่่านั้้ �น ทั้้ �งนี้้� QEDPA 

Framework สามารถใช้ง้านได้ท้ั้้ �งระบบคลาวด์แ์บบส่ว่นตัวั

และแบบสาธารณะอื่่�น ๆ ที่่�มี ี API สำำ�หรับับริหิารจัดัการ

เครื่่�องคอมพิวิเตอร์เ์สมืือนบนระบบคลาวด์์

	 แพลตฟอร์ม์สำำ�หรับัการวิเิคราะห์ข์้อ้มููลขนาดใหญ่่อย่า่ง 

Hadoop/ Spark [7] เป็็นแพลตฟอร์ม์ที่่�สามารถกระจายงาน

ไปประมวลผลได้ท้ั้้ �งระบบคลัสัเตอร์ค์อมพิวิเตอร์ ์และระบบ

คลาวด์ค์อมพิวิติงิ รองรับัการเขียีนโปรแกรมวิเิคราะห์ข์้อ้มููล

ในรููปแบบของ MapReduce ที่่�มีกีารกระจายการประมวลผล

ไปยังัคอมพิวิเตอร์ห์ลาย ๆ  เครื่่�อง แต่ไ่ม่ไ่ด้ร้องรับังานในลักัษณะ 

High Throughput Batch Computing ที่่�มีกีารใช้ง้านอยู่่�ทั่่ �วไป 

ซึ่่�งแต่่ละงานเป็็นการประมวลผลข้้อมููลโดยใช้้โปรแกรม

ที่่�หลากหลายตั้้ �งแต่ ่Python, R หรืืออื่่�น ๆ  และโดยมากไม่ไ่ด้เ้ขียีน

ด้ว้ยรููปแบบ MapReduce

	 2.2 ระบบฐานความรู้้�

	ร ะบบฐานความรู้้� (KBS) คืือโปรแกรมคอมพิวิเตอร์ท์ี่่�เลียีนแบบ

กระบวนการทำำ�งานของมนุุษย์ใ์นการแก้ไ้ขปัญหาด้ว้ยการใช้้

ความรู้้� [8] โดยหน่ึ่�งในรููปแบบของ KBS ที่่�ใช้ก้ันัมาตั้้ �งแต่ยุ่คุแรก ๆ  

จนถึึงปััจจุุบันั คืือ ระบบผู้้�เชี่่�ยวชาญ (Expert System) [9] 

ซึ่่�งเป็็นการนำำ�ความรู้้�ที่่�ได้้มาจากผู้้�เชี่่�ยวชาญมาวิเิคราะห์์

และตัดัสินิใจเชิงิตรรกะ KBS ประกอบด้ว้ย ส่ว่นสำำ�คัญั 3 ส่ว่น 

ได้แ้ก่่ 1) ฐานข้อ้มููลข้อ้เท็จ็จริงิ (Fact) เป็็นข้อ้มููลของวัตัถุุ

หรืือเหตุุการณ์ที่่�เกิดิขึ้้�นอย่า่งชัดัแจ้ง้ (Explicit) 2) ฐานความรู้้� 

ได้แ้ก่ ่ระเบียีบปฏิบิัตัิ ิ(Regulation) แนวทางปฏิบิัตัิ ิ(Practice) 

และประสบการณ์ (Experience) ของผู้้�เชี่่�ยวชาญ 3) กลไก

การอนุุมาน (Inference Engine) เป็็นกระบวนการใช้เ้หตุุผล 

ซึ่่�งเป็็นได้ท้ั้้ �งแบบ Forward Chaining และ Backward Chaining 

และ 4) ข้้อสรุุป ซึ่่�งเป็็นผลลัพัธ์์จากการทำำ�การอนุุมาน 

จัดัเป็็นข้อ้มููลที่่�ซ่่อนอยู่่� (Implicit) โดยค้น้หาได้จ้ากการใช้ค้วามรู้้�

ของผู้้�เชี่่�ยวชาญในฐานความรู้้�มาวิเิคราะห์เ์ชิงิตรรกะร่ว่มกับั

ข้อ้มููลข้อ้เท็จ็จริงิที่่�เกิดิขึ้้�นที่่�บันัทึึกไว้ ้กระบวนการของ KBS 

แตกต่่างไปจากการใช้ว้ิธิีอีื่่�น เช่่น การเรียีนรู้้�แบบมีผีู้้�สอน 

(Supervised Machine Learning) ซึ่่�งต้อ้งอาศัยัข้อ้มููลตัวัอย่า่ง

เป็็นจำำ�นวนมาก เพื่่�อให้้คอมพิิวเตอร์์เรีียนรู้้�กฎเกณฑ์์

การวิเิคราะห์จ์ากข้อ้มููลตัวัอย่า่งเหล่า่นี้้�ด้ว้ยตนเอง

	 KBS ถูกูนำำ�มาใช้ใ้นงานต่า่ง ๆ  ได้แ้ก่ ่การแนะนำำ�อุปกรณ์

เพื่่�อใช้ใ้นการก่อสร้า้ง [10] การค้น้หาคุณุสมบัตัิใิหม่ข่องสสาร

โดยจากอนุุมานจากความรู้้�เดิมิ [11] และการวินิิิจฉัยัสาเหตุุ

การชำำ�รุดุจากลักัษณะการชำำ�รุดุของหม้อ้แปลงไฟฟ้้า [12] เป็็นต้น้

3.	 วิิธีีดำำ�เนิินการวิิจัยั

	 วิธิีดีำำ�เนิินการวิจิัยัเป็็นไปตามขั้้ �นตอนที่่�แสดงในภาพที่่� 1 

ประกอบด้ว้ย

	 (1) สำำ�รวจความต้อ้งการของผู้้�ใช้ ้ระบุุปััญหาที่่�ต้อ้งการแก้ไ้ข 

ในที่่�นี้้� คืือ ความต้อ้งการในการวิเิคราะห์ข์้อ้มููลขนาดใหญ่่

ในเวลาอันัรวดเร็ว็

	 (2) ศึึกษาทฤษฎีแีละงานวิจิัยัที่่�เกี่่�ยวข้อ้ง เพื่่�อหาเครื่่�องมืือ

ที่่�จะนำำ�มาใช้ใ้นการแก้ไ้ขปัญหา

	 (3) ออกแบบสถาปััตยกรรม QEDPA Framework ที่่�จะรองรับั

การประมวลผลแบบยืืดหยุ่่�นบนคลาวด์ค์อมพิวิติงิ

	 (4) พัฒันาระบบ และส่ว่นติดิต่่อผู้้�ใช้้

	 (5) ถ่่ายทอดองค์์ความรู้้�จากผู้้�เชี่่�ยวชาญมาเป็็นกฎ 

ด้ว้ยการสัมัภาษณ์์ การศึึกษาระเบียีบ สังัเกตวิธิีปีฏิบิัตัิงิาน 

และการสัมัมนาระดมสมอง เพื่่�อให้้ผู้้�เชี่่�ยวชาญทบทวน

ความถูกูต้อ้งของกฎที่่�ได้ม้า
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	 (6) พัฒันาโปรแกรมสำำ�หรับัการประมวลผลข้อ้มููล ได้แ้ก่่ 

การตรวจสอบความถููกต้้องของข้อ้มููล (Data Validation) 

การแปลงรููปแบบข้อ้มููล (Data Transformation) การตรวจหา

การชำำ�รุดุ (Failure Detection) และการวิเิคราะห์อ์ัตัราชำำ�รุดุ 

(Failure Rate Analysis) โดยโปรแกรมการตรวจหาการชำำ�รุดุ

เป็็นส่ว่นที่่�มีกีารใช้ ้KBS ในการวิเิคราะห์ข์้อ้มููล

	 (7) นำำ�โปรแกรมที่่�พัฒันามาบรรจุุในอิมิเมจไฟล์แ์ล้ว้ส่่ง

อิมิเมจไฟล์ไ์ปเก็บ็บนคลาวด์ค์อมพิวิติงิ

	 (8) ทดสอบและทดลองใช้ง้าน

	สำ ำ�หรับับทความนี้้�จะอธิบิายถึึงส่ว่นที่่�สำำ�คัญัของงานวิจิัยันี้้� 

คืือ การออกแบบสถาปััตยกรรมของ QEDPA Framework 

และการพััฒนาโปรแกรมตรวจหาการชำำ�รุุดที่่�ใช้้ KBS 

ซึ่่�งจะได้อ้ธิบิายในหัวัข้อ้ที่่� 3.1 และ 3.2 ตามลำำ�ดับั

ภาพท่ี่ � 1 ขั้้ �นตอนการดำำ�เนิินการวิิจััย

	 3.1 การออกแบบสถาปััตยกรรมของ QoS-based Elastic 

Data Processing and Analyzing (QEDPA) Framework

	 QEDPA เป็็น Framework สำำ�หรับัการจัดัและกระจายงาน

ไปประมวลผลในคลาวด์์คอมพิวิติงิในลักัษณะของ High 

Throughput Batch Computing รองรับัปริมิาณงานจำำ�นวนมาก

ที่่�มีีปริิมาณเปลี่่�ยนแปลงได้้ตลอดเวลา ด้้วยการเพิ่่�มลด

เครื่่�องเสมืือนแบบยืืดหยุ่่�นบนคลาวด์์คอมพิิวติิง QEDPA 

Framework ประกอบด้ว้ยส่ว่นต่า่ง ๆ  ตามสถาปััตยกรรมในภาพที่่� 2

	 1) คลาวด์ค์อมพิวิติงิแบบให้บ้ริกิารโครงสร้า้งพื้้�นฐาน (IaaS) 

เพื่่�อให้้บริกิารทรัพัยากรคอมพิวิเตอร์์แบบเสมืือน (VM) 

ที่่�จะใช้ส้ำำ�หรับัประมวลผลข้อ้มููลภายใต้ ้QEDPA Framework 

โดยเครื่่�องคอมพิวิเตอร์เ์สมืือนจะถูกูสร้า้งขึ้้�นตามปริมิาณงาน

ภายใต้ก้ารควบคุมุของ Auto-scaling โมดููล

	 2) ส่่วนเชื่่�อมต่่อผู้้�ใช้แ้บบเว็บ็ (Web Interface) สำำ�หรับั

ให้ผู้้้�ใช้ส้ั่่  �งงาน โดยผู้้�ใช้จ้ะต้อ้งระบุชุนิดของงาน และพารามิเิตอร์์

ที่่�ใช้ใ้นประมวลผล พร้อ้มความต้อ้งการทรัพัยากร (ถ้า้มี)ี 

เช่น่ จำำ�นวนหน่่วยประมวลผล หรืือขนาดหน่่วยความจำำ� เป็็นต้น้ 

สำำ�หรับัในงานวิจิัยันี้้�เป็็นการประยุกุต์น์ำำ�ไปใช้ว้ิเิคราะห์ข์้อ้มููล

อุุปกรณ์ชำำ�รุุด จึึงประกอบด้้วยงานที่่�ใช้ใ้นขั้้ �นตอนต่่าง ๆ 

ของการวิเิคราะห์ ์ได้แ้ก่ ่งานตรวจสอบความถูกูต้อ้งของข้อ้มููล 

งานแปลงรููปแบบข้อ้มููล งานตรวจหาการชำำ�รุดุ และงานวิเิคราะห์์

อัตัราชำำ�รุดุ ซึ่่�งแต่ล่ะงานจะถูกูสร้า้งและส่ง่เข้า้ไปในรอในคิวิงาน

ในรููปแบบของสคริปิต์ง์าน (Job Script) 

	 3) สคริปิต์์งานเป็็นไฟล์์ที่่�กำำ�หนดชนิดงาน (โปรแกรม

และพารามิเิตอร์์) ที่่�ต้้องใช้ใ้นการประมวลผลใน QEDPA 

Framework งานที่่�กำำ�หนดในสคริปิต์ง์านจะต้อ้งทำำ�งานในลักัษณะ

ประมวลผลแบบกลุ่่�ม (Batch Processing) โดยหน่ึ่�งระบบ

จะรองรับังานหลายชนิด และผู้้�ใช้ง้านได้ห้ลายคน และแต่ล่ะคน

สามารถส่ง่งานได้ห้ลายงาน ในสคริปิต์ง์านนี้้� ประกอบด้ว้ย 

ความต้้องการของทรััพยากรที่่�ใช้้ในการประมวลผล 

และโปรแกรมสำำ�หรับัประมวลผล พร้อ้มพารามิเิตอร์ต์ามที่่�ระบุุ

ผ่า่นส่ว่นเชื่่�อมต่่อผู้้�ใช้แ้บบเว็บ็ ซึ่่�งงานแต่ล่ะงานจะมีรีายละเอียีด

ของสคริปิต์ง์านต่่างกันั ดังัแสดงในภาพที่่� 3 บรรทัดัที่่� 1-4 

เป็็นการกำำ�หนดสภาพแวดล้อ้ม (Environment) ของการรันังาน 

ได้แ้ก่ ่ชื่่�อคิวิงาน VIR ชื่่�องาน และชื่่�อ Log ไฟล์ส์ำำ�หรับั stdout 

และ stderr บรรทัดัที่่� 6 เป็็นการระบุุคำำ�สั่่ �งสำำ�หรับัรันัโปรแกรม

วิิเคราะห์์ข้้อมููลอุุปกรณ์ชำำ�รุุด โดยใช้้สคริิปต์์ภาษา R 

พร้อ้มพารามิเิตอร์ท์ี่่�รับัจากผู้้�ใช้ผ้่่านทางส่่วนเชื่่�อมต่่อผู้้�ใช้้

แบบเว็บ็ เช่น่ ชนิดของอุุปกรณ์ที่่�จะวิเิคราะห์ ์หรืือเอาต์พ์ุตุ

ไดเรกทอรี ีเป็็นต้น้
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ภาพท่ี่ � 2 สถาปััตยกรรมของระบบ QoS-based Elastic Data Processing and Analyzing (QEDPA)

ภาพท่ี่ � 3 ตััวอย่่างสคริิปต์์งานสำำ�หรัับงานวิิเคราะห์์ข้้อมููลอุุปกรณ์์ชำำ�รุุด

ภาพท่ี่ � 4 อััลกอริิทึึม Auto Scale สำำ�หรัับการเพิ่่ �มลดทรััพยากรบนระบบคลาวด์์แบบอััตโนมััติิ
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	 4) ระบบจัดัการงาน (Job Scheduler) สำำ�หรับัการประมวลผล

แบบกลุ่่�ม ทำำ�หน้้าที่่�บริหิารจัดัการงานประมวลผลข้อ้มููล

ในขั้้ �นตอนต่่าง ๆ ตั้้ �งแต่่การตรวจสอบความถููกต้้อง 

การแปลงรููปแบบ การตรวจหาอุุปกรณ์ชำำ�รุดุ และการวิเิคราะห์์

อุุปกรณ์ชำำ�รุุด ซึ่่�งแต่่ละงานอาจใช้ร้ะยะเวลาในประมวลผล

ข้อ้มููลตั้้ �งแต่่หลักันาทีจีนไปถึึงระดับัหลายชั่่ �วโมง ขึ้้�นอยู่่�กับั

ขนาดของข้อ้มููล และความซับัซ้อ้นซับัซ้อ้นของกฎหรืือวิธิีี

การที่่�นำำ�มาใช้ใ้นการวิเิคราะห์ข์้อ้มููล ทางผู้้�วิจิัยัจึึงได้น้ำำ�ระบบ

จัดัการงาน SLURM [13] ที่่�มีกีารใช้้งานอย่่างแพร่่หลาย

บนระบบคอมพิวิเตอร์์คลัสัเตอร์์เข้า้มาช่่วยในการจัดัการ

งานดัังกล่่าวในกลุ่่�มของเครื่่�องเสมืือน (VM Cluster) 

บนคลาวด์ค์อมพิวิติงิ เพื่่�อช่ว่ยในการจัดัลำำ�ดับัการกระจายงาน 

และตรวจสอบสถานะการประมวลผลของงานที่่�ถูกูกระจายไป

ยังัเครื่่�องเสมืือนอย่า่งถูกูต้อ้ง ครบถ้ว้น และมีปีระสิทิธิภิาพ

	 5) Auto Scaling โมดููล ทำำ�หน้้าที่่�เพิ่่�มลดทรััพยากร

การคำำ�นวณด้ว้ยการสร้า้ง และลบเครื่่�องเสมืือนจากคลาวด์์

คอมพิิวติิงแบบอััตโนมััติิให้้สอดคล้้องและเพีียงพอ

ต่่อปริิมาณงานที่่�มีี สำำ�หรัับการตััดสิินใจเพิ่่�มลดจำำ�นวน

ทรััพยากรของ Auto Scaling โมดููลนั้้ �น ใช้้อััลกอริิทึึม 

Auto Scale ดังัแสดงในภาพที่่� 4 ซึ่่�งใช้เ้วลาที่่�งานรอคอยในคิวิ 

และเวลาสููญเปล่่าของเครื่่�องเสมืือนเป็็นเงื่่�อนไขสำำ�คััญ

ในการตัดัสินิใจเพิ่่�ม และลดจำำ�นวนทรัพัยากรตามลำำ�ดับั 

โดย Auto Scaling ทำำ�หน้้าที่่�ติดิต่อ่กับัเครื่่�องแม่ข่่า่ยคลาวด์ ์API 

(Cloud API Server) เช่น่ OpenStack [14] ผ่า่นคลาวด์ ์API

	 6) อิมิเมจไฟล์ส์ำำ�หรับัให้ค้ลาวด์ค์อมพิวิติงิใช้ใ้นการสร้า้ง

เครื่่�องเสมืือน อิมิเมจไฟล์ ์ ประกอบด้ว้ย ระบบปฏิบิัตัิกิาร 

ไลบรารี ีและโปรแกรมต่า่ง ๆ  ที่่�จำำ�เป็็นต่อ่การวิเิคราะห์ข์้อ้มููล 

ซึ่่�งจะต้อ้งทำำ�การจัดัเตรียีมไว้ล้่ว่งหน้้าก่อ่นการใช้ง้าน QEDPA 

Framework

	 7) ผู้้�ใช้ ้ คืือ บุุคคลากรที่่�ทำำ�หน้้าที่่�ในการรวบรวมข้อ้มููล

และออกรายงานเชิงิสถิติิขิองอุุปกรณ์ชำำ�รุดุ ส่ว่นผู้้�เชี่่�ยวชาญ 

ได้แ้ก่่ วิศิวกร ช่า่ง และเจ้า้หน้้าที่่�คลังัพัสัดุ ุที่่�ให้อ้งค์ค์วามรู้้�

เกี่่�ยวกับัวิธิีกีารและกระบวนการปฏิบิัตัิงิานกับัอุุปกรณ์

	 3.2 ก ารพััฒนาโปรแกรมตรวจหาการชำำ�รุุด : 

ระบบ KBS สำำ�หรับัการวิิเคราะห์ต์รวจหาอุุปกรณ์์ชำำ�รุุด

	 ในหัวัข้อ้นี้้�จะอธิบิายถึึงการประยุกุต์ใ์ช้ ้QEDPA Framework 

เพื่่�อตรวจหาอุปุกรณ์ชำำ�รุดุจากข้อ้มููลขนาดใหญ่่ของหน่่วยงาน 

ซึ่่�งเป็็นข้อ้มููลที่่�เกี่่�ยวกับัอุุปกรณ์ ตั้้ �งแต่่การจัดัซื้้�อ การใช้ง้าน 

การซ่อมบำำ�รุงุ ซึ่่�งมีคีวามเชื่่�อมโยงและสัมัพันัธ์ก์ับัในเชิงิเวลา 

แต่่ถูกูจัดัเก็บ็แยกกันั คนละฐานข้อ้มููลตามโครงสร้า้งองค์ก์ร

ของหน่่วยงาน ข้อ้มููลที่่�สำำ�คัญัในการวิเิคราะห์ ์ได้แ้ก่่

	 • ข้้อมููลการจััดซื้้�อ (แผนกจััดซื้้�อ) ประกอบด้้วย 

คุณุลักัษณะเฉพาะ หมายเลขอุุปกรณ์ ยี่่�ห้อ้ รุ่่�น

	 • ข้อ้มููลการรับัเข้า้คลังัและเบิกิเพื่่�อใช้ง้าน (แผนกคลังัพัสัดุ)ุ 

ประกอบด้ว้ย วันัที่่�รับัเข้า้ วันัที่่�คืืน สถานะ ผู้้�ใช้ง้านอุุปกรณ์

	 • ข้อ้มููลการเบิกิจ่า่ยอะไหล่เ่พื่่�อการซ่อมบำำ�รุงุ (แผนกคลังัพัสัดุ)ุ 

ประกอบด้ว้ย วันัที่่�เบิกิ จำำ�นวน ผู้้�เบิกิอะไหล่่

	 • ข้้อมููลการออกใบงานแก่่ช่่างที่่�ทำำ�หน้้าที่่�ซ่่อมบำำ�รุุง 

(แผนกช่า่ง) ประกอบด้ว้ย วันัที่่�ออก วันัที่่�ปฏิบิัตัิงิาน วันัที่่�เสร็จ็ 

ช่า่ง รายละเอียีดการซ่อม หมายเลขอุปกรณ์ที่่�เสียี

	 ภาพที่่� 5 แสดงเส้น้เวลา (Timeline) ของเหตุุการณ์ที่่�เกิดิขึ้้�น

กัับอุุปกรณ์ตััวอย่่างหน่ึ่�ง ตั้้ �งแต่่การจััดซื้้�อ การใช้้งาน 

และการซ่อ่มบำำ�รุงุ ซึ่่�งจะบันัทึึกในฐานข้อ้มููลของแต่ล่ะแผนก 

โดยข้้อมููลของอุุปกรณ์จะถููกบัันทึึกเข้้าสู่่�ฐานข้้อมููลของ

แผนกจัดัซื้้�อเมื่่�อเวลา t1 หลังัจากที่่�การจัดัซื้้�อสำำ�เร็จ็ อุุปกรณ์จะถูกู

ส่่งไปเก็บ็รักัษาในแผนกคลังัซึ่่�งจะมีกีารบันัทึึกข้อ้มููลเข้า้สู่่�

ฐานข้อ้มููลของแผนกคลังัในเวลา t2 เมื่่�ออุุปกรณ์ถูกูเบิกิออก

ไปใช้ง้านจะมีกีารบันัทึึกข้อ้มููลในฐานข้อ้มููลของแผนกคลังัใน

เวลา t3 ต่อ่มาหลังัจากที่่�อุุปกรณ์มีกีารชำำ�รุดุ จะมีกีารออกใบงาน

แจ้้งช่่างออกไปทำำ�การซ่อมแซม ซึ่่�งจะมีกีารบันัทึึกข้อ้มููล

ในฐานข้้อมููลของแผนกช่่างตามด้้วยการเบิิกอะไหล่ ่

เพื่่�อนำำ�ไปซ่อมแซมในเวลา t4 และ t5 ตามลำำ�ดับั

ภาพท่ี่ � 5 ตััวอย่่างเส้้นเวลาของเหตุุการณ์์ที่่ �เกิิดขึ้้�นกัับอุุปกรณ์์
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	 ในกรณีทีี่่�อุุปกรณ์เสียีหายมากจำำ�เป็็นต้อ้งส่ง่กลับัมาซ่่อมที่่�คลังั

ก็จ็ะมีกีารบันัทึึกข้อ้มููลในฐานข้อ้มููลของแผนกคลังัเพื่่�อส่ง่คืืน

และระงับัการใช้ง้านในเวลา t8 และ t9 ตามลำำ�ดับั เพื่่�อรอ

การซ่อมแซมและเบิกิใช้ง้านต่่อไป

	ทั้้  �งนี้้� ข้อ้มููลของวันัที่่� และสาเหตุุที่่�อุุปกรณ์ชำำ�รุดุไม่ไ่ด้ม้ีกีารบันัทึึก

อย่า่งชัดัแจ้ง้ เน่ื่�องจากหน่่วยงานไม่ไ่ด้ม้ีกีระบวนการบันัทึึกข้อ้มููลนี้้�

อย่่างเคร่่งครัดัและเหมาะสม จึึงทำำ�ให้ข้้อ้มููลอุุปกรณ์ชำำ�รุุด

ไม่่ครบถ้้วนสมบููรณ์ตามที่่�ต้้องการ และยังัมีีปััญหาของ

ความคลาดเคลื่่�อน อันัเน่ื่�องมาจากการบันัทึึกของผู้้�ปฏิบิัตัิงิานอีกีด้ว้ย 

เช่่น ในรายละเอียีดการซ่อมที่่�อยู่่�ใบงาน อาจคลาดเคลื่่�อน

กับัข้อ้เท็จ็จริงิที่่�เกิดิขึ้้�น ส่ง่ผลให้ก้ารวิเิคราะห์ปั์ัญหาผิดิพลาด 

จึึงทำำ�ให้ต้้อ้งใช้ ้KBS ในการวิเิคราะห์ข์้อ้มููลอุุปกรณ์ชำำ�รุดุนี้้� 

เพื่่�อตรวจสอบความสอดคล้อ้งระหว่า่งชุดุข้อ้มููล และเติมิเต็ม็

ส่ว่นที่่�หายไปให้ไ้ด้ข้้อ้มููลการชำำ�รุดุที่่�ครบถ้ว้นที่่�สุดุ

ภาพท่ี่ � 6 การทำำ�งานของโปรแกรมตรวจหาการชำำ�รุุด

	 โปรแกรมตรวจหาการชำำ�รุดุเป็็นระบบ KBS เพื่่�อวิเิคราะห์ข์้อ้มููล

อุุปกรณ์ว่า่ชำำ�รุดุหรืือไม่ ่ชำำ�รุดุเมื่่�อใด และชำำ�รุดุด้ว้ยสาเหตุุใด 

ด้้วยการนำำ �ข้้อมููลที่่� เ กี่่� ย วข้้อ งมาวิิ เคราะห์์ร่่ วมกััน 

ภายใต้ค้วามรู้้�จากผู้้�เชี่่�ยวชาญ ดังัแสดงในภาพที่่� 6 โดยที่่�

	 1. แหล่่งข้้อมููลภายนอก ประกอบด้้วย ฐานข้้อมููล

จากแผนกจัดัซื้้�อ แผนกคลังั และแผนกช่า่ง ที่่�บันัทึึกโดยเจ้า้หน้้าที่่�

ในแต่ล่ะแผนก โดยผู้้�ใช้จ้ะต้อ้งทำำ�การนำำ�ออก (Export) ข้อ้มููล

ออกมาเป็็นไฟล์์ จากนั้้ �นจะต้้องนำำ�ไฟล์์ข้้อมููลเหล่่านี้้� 

ส่ง่เข้า้มาใน KBS ผ่า่นทางส่ว่นเชื่่�อมต่อ่ผู้้�ใช้แ้บบเว็บ็ของระบบ 

	 2. ไฟล์์ข้อ้มููลที่่�ส่่งเข้า้มาจะถููกตรวจสอบความถููกต้้อง

และถูกูแปลงให้อ้ยู่่�ในรููปแบบที่่�พร้อ้มต่อ่การนำำ�เข้า้ (Import) 

สู่่�ฐานข้อ้มููลข้อ้เท็จ็จริงิ ซึ่่�งเป็็นระบบฐานข้อ้มููลที่่�มีโีครงสร้า้ง

ดังัแสดงในตารางที่่� 1

	 3. กฎในการวิเิคราะห์ข์้อ้มููล (Rule) ที่่�ได้ม้าจากความรู้้�

ของผู้้�เชี่่�ยวชาญ ซึ่่�งจะต้อ้งครอบคลุุมกับัเงื่่�อนไขการชำำ�รุุด

ในรููปแบบต่่าง ๆ ที่่�เป็็นไปได้้ให้้มากที่่�สุุด ในงานวิจิัยันี้้�

นอกจากการนำำ�กฎที่่�ได้้ไปทบทวนกัับผู้้�เชี่่�ยวชาญแล้้ว 

ยังัมีกีารนำำ�ไปสุ่่�มทดสอบกับัข้้อมููลบางส่่วนที่่�เพื่่�อยืืนยันั

ความถูกูต้อ้งของกฎ

	 4. กลไกการอนุุมาน (Inference Engine) เป็็นกระบวนการ

ประมวลผลเชิิงตรรกะบนกฎ และข้้อเท็็จจริิงที่่�มีีอยู่่� 

เพื่่�ออนุุมานให้เ้กิดิความรู้้� หรืือข้อ้เท็จ็จริงิใหม่ท่ี่่�เกี่่�ยวข้อ้งกับั

การชำำ�รุุดของอุุปกรณ์ ซึ่่�งผู้้�วิิจั ัยได้้เลืือกใช้้ซอฟต์์แวร์ ์

Drools [15] เป็็นเครื่่�องมืือในการอนุุมานแบบ Forward Chaining 

เน่ื่�องจาก Drools เป็็นซอฟต์แ์วร์แ์บบโอเพนซอร์ส์ที่่�เหมาะสม

กับัการใช้ง้านอันัหลากหลาย และยังัมีคีวามเร็ว็ในการประมวลผล

ที่่�ดี ี[16] โดยทั้้ �งซอฟต์แ์วร์ ์Drools และกฎจะถูกูบรรจุอุยู่่�ใน

อิมิเมจไฟล์ท์ี่่�ใช้ส้ำำ�หรับัสร้า้งเครื่่�องเสมืือน

	 5. ข้อ้สรุปุ (Conclusions) คืือ ผลลัพัธ์ส์ุดุท้า้ยของการอนุุมาน 

คืือ ข้อ้สรุุปที่่�ระบุุว่่าอุุปกรณ์นั้้ �นชำำ�รุุดหรืือไม่่ ชำำ�รุุดเมื่่�อใด 

และชำำ�รุดุด้ว้ยสาเหตุุใด ซึ่่�งจะถูกูบันัทึึกกลับัลงในระบบฐาน

ข้อ้มููลที่่�มีโีครงสร้า้งดังัแสดงในตารางที่่� 2

	 6. ผู้้�ใช้้สามารถวิิเคราะห์์ค่่าอััตราชำำ�รุุดจากข้้อสรุุป

โดยการสั่่ �งงานผ่า่นทางส่ว่นเชื่่�อมต่่อผู้้�ใช้แ้บบเว็บ็ของระบบ 

	 กฎที่่�ใช้ใ้นการวิเิคราะห์ห์าอุุปกรณ์ชำำ�รุดุสามารถแสดงอยู่่�

ในรููปแบบของ 

IF <condition> THEN <consequence>

	ซึ่ ่� ง ได้้มาจากการแปลงความรู้้� จ ากผู้้� เ ชี่่�ย วชาญ

และจากกระบวนการทำำ�งานของหน่่วยงานมาเป็็นกฎ 

โดยกฎที่่�ใช้จ้ะต้อ้งคำำ�นึึงถึึงมิติิขิองเวลา เพื่่�อตรวจสอบความสัมัพันัธ์์

ของลำำ�ดับัเหตุุการณ์ก่อ่นหลังัให้ถู้กูต้อ้งด้ว้ย ตัวัอย่า่งของกฎ

ที่่�สำำ�คัญั ได้แ้ก่่

	 1) กฎการระบุุอุุปกรณ์ชำำ�รุดุ หากมีกีารออกใบงานให้ช้่า่ง

ออกไปซ่อมบำำ�รุงุที่่�จุดุเกิดิเหตุุ ในกรณีนีี้้� เมื่่�ออุุปกรณ์ถูกูใช้ง้าน

ในพื้้�นที่่�และเกิดิการชำำ�รุุด อุุปกรณ์จะได้้รับัการซ่อมแซม

ที่่�จุดุเกิดิเหตุุ กฎการระบุุอุุปกรณ์ชำำ�รุดุที่่�สอดคล้อ้งกับักรณีนีี้้�

ได้แ้สดงเป็็นตัวัอย่า่งในภาพที่่� 7 ในบรรทัดัที่่� 2-3 เป็็นการค้น้หารููปแบบ

ในฐานข้อ้มููลข้อ้เท็จ็จริงิว่า่ มีใีบงานให้ช้่า่งออกไปซ่อมอุุปกรณ์

และอุุปกรณ์นั้้ �น มีสีถานะถูกูเบิกิออกไปใช้ง้าน บรรทัดัที่่� 4 

เป็็นการกำำ�จัดัการเบิกิไปใช้ง้านครั้้ �งล่า่สุดุก่อนการซ่อมเท่า่นั้้ �น 

บรรทัดัที่่� 6 จะสร้า้งข้อ้สรุปุเบื้้�องต้น้ว่า่พบอุุปกรณ์ชำำ�รุดุเมื่่�อวันัที่่�ใด 
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วันัที่่�เริ่่�มใช้ง้านล่า่สุดุ และวันัที่่�ซ่่อมเสร็จ็ โดยสาเหตุุจะยังัเป็็น

ไม่ท่ราบอยู่่�ชั่่  �วคราว โดยจะมีกีฎอื่่�นทำำ�การอนุุมานหาสาเหตุุ

จากข้อ้มููลการเบิกิอะไหล่ม่าปรับัให้ใ้นภายหลังั

	 2) กฎการระบุุอุุปกรณ์ชำำ�รุุด หากมีอุีุปกรณ์ถููกส่่งคืืน

กลับัมาในคลังัเพื่่�อการซ่อมแซมใหญ่่ ภาพที่่� 8 เป็็นตัวัอย่า่งกฎ

ที่่�ใช้ร้ะบุอุุุปกรณ์ชำำ�รุดุในกรณีนีี้้� หากพบว่า่อุุปกรณ์ถูกูเคลื่่�อนย้า้ย

กลับัเข้า้มาเก็บ็ในคลังั และถูกูระงับัการใช้ง้าน บรรทัดัที่่� 2-6 

เป็็นเงื่่�อนไขของการค้น้หารููปแบบ การเบิกิจ่า่ย -> ส่ง่คืืน -> 

ระงับัการใช้้งาน ที่่�เกิดิใช้้ในฐานข้อ้มููลข้อ้เท็จ็จริงิสำำ�หรับั

อุุปกรณ์ใด ๆ  บรรทัดัที่่� 7 เป็็นการป้องกันัการนับัการชำำ�รุดุซ้ำำ��

หากมีกีารออกใบงานซ้ำำ��ซ้อ้นกันั (เช่น่ กรณีชี่า่งออกไปแล้ว้

พบว่่าไม่่สามารถซ่อมที่่�พื้้�นที่่�เกิิดเหตุุได้้) บรรทััดที่่� 8 

เป็็นการหาว่า่อุุปกรณ์ซ่่อมเสร็จ็เมื่่�อใด โดยอาศัยัการปรับั

สถานะจาก ระงับัการใช้ง้าน เป็็นอนุุญาตให้ใ้ช้ไ้ด้้

	 3) กฎหาสาเหตุุของอุุปกรณ์ชำำ�รุุด กฎนี้้� ประกอบด้ว้ย

กลุ่่�มของกฎย่่อย ๆ เพื่่�อประเมินิสาเหตุุการชำำ�รุุดว่่าน่่าจะ

เกิิดจากอะไร โดยคาดการณ์จากรายการเบิิกอะไหล่่

ที่่�เกิดิภายในช่ว่งเวลาเริ่่�มต้น้ และสิ้้�นสุดุการทำำ�งานในใบเบิกิ

อะไหล่่ที่่�เกิดิขึ้้�นระหว่่างเวลาที่่�ชำำ�รุุด ดังัแสดงเป็็นตัวัอย่่าง

ในภาพที่่� 9 ซึ่่�งในบรรทัดัที่่� 4-7 กำำ�หนดว่า่ หากอะไหล่เ่ป็็น

ปะเก็็นชนิดหน่ึ่� ง  ประเมิินว่่าสาเหตุุ  คืือ  น้ำำ� �มัันรั่่ �ว 

ซึ่่�งจะต้้องใช้้ความรู้้�จากผู้้�เชี่่�ยวชาญมาเขีียนเป็็นกฎ

ให้ส้อดคล้อ้งกับัสาเหตุุที่่�เป็็นไปได้ต้่่าง ๆ 

	 เพื่่�อให้โ้ปรแกรมตรวจหาการชำำ�รุุดสามารถประมวลผล

ข้้อมููลจำำ�นวนมากได้้บน QEDFA Framework เมื่่�อผู้้�ใช้้

สั่่  �งประมวลผลผ่่านทางส่่วนเชื่่� อม ต่่อผู้้� ใช้้แบบเว็็บ 

ระบบจะสร้้างสคริิปต์์งานหลายอััน โดยแต่่ละสคริิปต์์

งานจะทำำ�งานกับัข้อ้มููลคนละชุดุกันั (ด้ว้ยการแบ่ง่ชุดุข้อ้มููล

ตามเขตพื้้�นที่่�รับัผิิดชอบในหน่่วยงาน) ซึ่่�งจะทำำ�ให้้เกิิด 

กลุ่่�มงานตรวจหาการชำำ�รุดุที่่�จะสามารถส่ง่กระจายไปประมวลผล

ยังัทรัพัยากรที่่�อยู่่�ในคลาวด์์คอมพิิวติิงภายใต้้ QEDPA 

Framework ได้ ้ซึ่่�งงานตรวจหาการชำำ�รุดุแต่่ละงานจะดึึงชุดุข้อ้มููล

ของตัวัเองจากฐานข้อ้มููลข้อ้เท็็จจริงิเข้า้สู่่�หน่่วยความจำำ� 

แล้ว้ทำำ�การอนุุมาน เพื่่�อสร้า้งผลสรุปุของอุุปกรณ์ชำำ�รุดุต่อ่ไป

ตารางท่ี่ � 1 โครงสร้า้งข้อ้มูลูในฐานข้อ้เท็จ็จริงิ

ตารางและฟิิลด์ท์ี่่�สำำ�คัญั คำำ�อธิบิาย
equipment(id, type, brand, model) ระเบียีนข้อ้มููลอุุปกรณ์

inv(date, equip_id, status, user_id)
เป็็นระเบียีนข้อ้มูลูในคลังัพัสัดุเุมื่่�อเกิดิการเบิกิจ่า่ยอุปกรณ์์ (disburse) 

การรับัคืืน (return) จากผู้้�ใช้ง้าน รวมถึงึการระงับัการใช้ง้าน (suspend) 

อุุปกรณ์์ในคลังัพัสัดุหุากชำำ�รุดุ และอนุญาตให้ใ้ช้ไ้ด้ ้(avail)

spare_part_requisition(id, date, equip_
id, spare_part_item, amount, techni-
cian_id)

ใบเบิกิอะไหล่ ่ ประกอบด้ว้ยฟิิลด์ห์มายเลขอุปกรณ์์ ชนิิดของอะไหล่ ่

จำำ�นวนที่่�เบิกิ และชื่่�อผู้้�เบิกิ

work_order(id, equip_id, issue_date, 
complete_date, technician_id, job_de-
scription)

ใบงานที่่�ออกเพื่่�อให้ช้่า่งเดินิทางไปซ่่อมบำำ�รุงุที่่�จุดุเกิดิเหตุ ประกอบด้ว้ยฟิิลด์ ์

วันัที่่�ออกใบงาน ชื่่�อผู้้�ปฏิบิัตัิงิาน รายละเอียีดที่่�ปฏิบิัตัิ ิและวันัที่่�สำำ�เร็จ็

ตารางท่ี่ � 2 โครงสร้า้งข้อ้มูลูของข้อ้สรุุป

ตารางและฟิิลด์ท์ี่่�สำำ�คัญั คำำ�อธิบิาย
fault(id,disbursed_date, fault_date, 
fixed_date, cause, user_id) ประกอบด้ว้ยหมายเลขอุปกรณ์์ วันัที่่�เบิกิไปใช้ ้วันัที่่�ชำำ�รุดุ วันัที่่�ซ่่อมเสร็จ็ 

สาเหตุการชำำ�รุดุ ชื่่�อผู้้�ใช้ง้าน
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ภาพท่ี่ � 7 ตััวอย่่างกฎที่่ �ใช้้ระบุุอุุปกรณ์์ชำำ�รุุดหากถููกซ่่อมแซมที่่ �จุุดเกิิดเหตุุ

ภาพท่ี่ � 8 ตััวอย่่างกฎที่่ �ใช้้ระบุุอุุปกรณ์์ชำำ�รุุดจากการส่่งคืืนคลัังในสภาพที่่ �ห้้ามนำำ�ไปใช้้งาน

ภาพท่ี่ � 9 ตััวอย่่างกฎที่่ �ใช้้ประเมิินสาเหตุุที่่ �อุุปกรณ์์ชำำ�รุุด

4.	 ผลการดำำ�เนิินงาน

	 4.1 ผลการทดสอบประสิิทธิิภาพการประมวลผล KBS 

บน QEDPA Framework

	ผู้ ้�วิจิัยัได้ท้ำำ�การทดสอบโดยการสั่่ �งงานตรวจหาการชำำ�รุดุ

เพื่่�อวิเิคราะห์ข์้อ้มููลอุุปกรณ์ชำำ�รุดุ โดยปรับัใช้พ้ารามิเิตอร์ต์่า่ง ๆ 

4 ชุดุเพื่่�อให้ง้านแต่ล่ะชุดุมีเีวลาประมวลผลโดยเฉลี่่�ยที่่� 1, 3, 6 

และ 10 นาที ีตามลำำ�ดับั โดยมีงีานทั้้ �งหมดรวมกันั 126 งาน 

งานจะถูกูสุ่่�มเพื่่�อส่ง่เข้า้ระบบด้ว้ยช่ว่งห่า่งระหว่า่งงานเฉลี่่�ย 

(Interarrival Time) 30 วินิาทีตีามการแจกแจงแบบเอ็ก็ซ์โ์พเนนเชียีล 

(Exponential Distribution) จากนั้้ �น ทำำ�การเปรียีบเทียีบเวลา

สะสมเฉลี่่�ยที่่�งานรอคอยในคิวิและเวลาที่่�งานประมวลผลเสร็จ็

เฉลี่่�ยระหว่่างการใช้ ้ QEDPA Framework ที่่�มีกีารเพิ่่�มลด

จำำ�นวนเครื่่�องเสมืือนโดยอัตัโนมัตัิ ิ และการกำำ�หนดจำำ�นวน

เครื่่�องเสมืือนคงที่่�จำำ�นวน 2, 5 และ 9 เครื่่�อง ในแต่่ละกรณีี

จะมีกีารทดสอบ 5 ครั้้ �งเพื่่�อหาค่า่เฉลี่่�ย ทั้้ �งนี้้� เครื่่�องเสมืือน

ทั้้ �งหมดถูกูกำำ�หนดให้ม้ีหีน่่วยประมวลผล 2 แกน และหน่่วยความจำำ� 

4 GB สำำ�หรับัชุดุข้อ้มููลที่่�ใช้ใ้นการทดสอบมีลีักัษณะดังัแสดง

ในตารางที่่� 3

ตารางท่ี่ � 3 ลัักษณะของชุุดข้อ้มูลูที่่ �ใช้ท้ดสอบ

ตารางข้อ้มูลู จำำ�นวนฟิิลด์์
จำำ�นวน

ระเบียีน
ขนาดไฟล์์

equipment 10 350,000 54 MB

inv 25 654,000 158 MB

spare_part_requisition 27 2,400,000 600 MB

work_order 21 501,000 145 MB
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	 ภาพที่่� 10 แสดงให้เ้ห็น็ถึึงการทำำ�งานของ QEDPA Framework 

ที่่�สามารถเพิ่่�มลดจำำ�นวนเครื่่�องเสมืือนได้อ้ย่า่งยืืดหยุ่่�นตาม 

อัลักอริทิึึม Auto Scale ที่่�ปรับัเปลี่่�ยนตามภาระงานที่่�รออยู่่�

ในคิวิของระบบจัดัการงาน โดยจำำ�นวนเครื่่�องเสมืือนจะเพิ่่�มขึ้้�น

เมื่่�องานที่่�รออยู่่�ในคิวิมีรีะยะเวลาที่่�รอคอยถึึงระดับัที่่�กำำ�หนดไว้ ้

จากภาพ เมื่่�อเวลาผ่า่นไปประมาณ 20 นาที ีจำำ�นวนเครื่่�องเสมืือน

จะเพิ่่�มขึ้้�นจาก 2 เครื่่�องเป็็น 7, 8 และ 9 เครื่่�องตามลำำ�ดับั 

เน่ื่�องจากมีงีานที่่�มีรีะยะเวลารอคอยเกินิกว่า่ระดับัที่่�กำำ�หนด

จำำ�นวนมากขึ้้�นเรื่่�อย ๆ  จากนั้้ �น ด้ว้ยจำำ�นวนเครื่่�องเสมืือน 9 เครื่่�อง

ทำำ�ให้ส้ามารถรันังานได้จ้นกระทั่่ �งจำำ�นวนงานที่่�รอคอยในคิวิ

เกิินระดัับที่่�กำำ�หนดลดลงน้้อยกว่่าจำำ�นวนเครื่่�องเสมืือน 

QEDPA Framework จึึงเริ่่�มลดจำำ�นวนเครื่่�องเสมืือนลงในช่ว่ง

เวลาที่่� 20 - 30 นาที ีจากนั้้ �นในช่่วงเวลาที่่� 30 - 50 นาที ี

จะมีีการเพิ่่�มลดเครื่่�องเสมืือนอยู่่�ระหว่่าง 5 – 8 เครื่่�อง 

หลังัจากนาทีทีี่่� 50 จำำ�นวนงานที่่�รออยู่่�ในคิวิเริ่่�มลดลงเรื่่�อย ๆ  

เพราะงานส่ว่นใหญ่่เสร็จ็สิ้้�นแล้ว้ และเครื่่�องเสมืือนไม่ไ่ด้ก้ำำ�ลังั

ประมวลผลงานใด ๆ  QEDPA Framework จะทำำ�การลดจำำ�นวน

เครื่่�องเสมืือนลงจาก 9 เครื่่�อง เหลืือ 2 เครื่่�อง ทั้้ �งนี้้� QEDPA 

Framework สามารถรันังานจนแล้ว้เสร็จ็ทั้้ �งหมด 126 งาน

โดยใช้้เวลาทั้้ �งสิ้้�นประมาณ 68 นาทีี สำำ�หรับัเวลาสะสม

ที่่�งานรออยู่่�ในคิวิคืือผลรวมของเวลาที่่�งานเข้า้มาจนเริ่่�มต้น้

ประมวลผล ซึ่่�งมีคี่า่เพิ่่�มขึ้้�นเรื่่�อย ๆ  ตั้้ �งแต่ง่านแรกจนถึึงงานสุดุท้า้ย

	 ภาพที่่� 11 แสดงให้เ้ห็น็ถึึงจำำ�นวนเครื่่�องเสมืือนที่่�มีกีารเพิ่่�ม

และลดตาม Auto Scale อัลักอริทิึึมของ QEDPA Framework 

ซึ่่�งใช้้เวลาประมวลผลงานเสร็จ็ที่่�เวลาประมาณ 68 นาที ี

โดยใกล้เ้คียีงกับัการใช้จ้ำำ�นวนเครื่่�องเสมืือนคงที่่� 9 เครื่่�อง

ที่่�ใช้้เวลาประมาณ 66 นาที ี ในขณะที่่�เครื่่�องเสมืือนคงที่่�

จำำ�นวน 2, 5, 6, 7, และ 8 เครื่่�องใช้เ้วลาประมาณ 158, 102, 

92, 82, และ 74 นาที ีตามลำำ�ดับั

	 ภาพที่่� 12 แสดงให้เ้ห็น็ว่า่ QEDPA Framework ใช้เ้วลา

ประมวลผลเฉลี่่�ยใกล้เ้คียีงกับัการใช้เ้ครื่่�องเสมืือนจำำ�นวน 9 เครื่่�อง 

และใช้เ้วลาในการประมวลเฉลี่่�ยน้้อยกว่า่ประมาณ 2 และ 1.2 เท่า่ 

เมื่่�อเทียีบกับัการใช้เ้ครื่่�องเสมืือนจำำ�นวน 2 และ 5 เครื่่�อง ตามลำำ�ดับั

	 ภาพที่่� 13 แสดงให้เ้ห็น็ว่า่ QEDPA Framework มีเีวลา

สะสมเฉลี่่�ยของงานที่่�รอในคิวิของระบบจัดัการงานใกล้เ้คียีง

กับัการใช้เ้ครื่่�องเสมืือนจำำ�นวน 9 เครื่่�อง และมีเีวลาสะสมที่่�

งานรอในคิวิน้อยกว่า่ประมาณ 75 และ 7 เท่า่ เมื่่�อเทียีบกับั

การใช้จ้ำำ�นวนเครื่่�องเสมืือนที่่� 2 และ 5 เครื่่�อง ตามลำำ�ดับั

	 นอกจากนี้้� ผู้้�วิิจัยัยังัได้้คำำ�นวณค่่าใช้้จ่่ายที่่�จะเกิิดขึ้้�น

ในการทดสอบนี้้�ด้ว้ยการเทียีบเคียีงกับัค่่าใช้บ้ริกิารคลาวด์์

คอมพิวิติงิสาธารณะของ Amazon AWS พร้อ้มทั้้ �งเปรียีบเทียีบ

ประสิทิธิภิาพต่อราคาระหว่่างการใช้จ้ำำ�นวนเครื่่�องเสมืือน

แบบคงที่่�กับั QEDPA Framework โดยค่า่ประสิทิธิภิาพต่อราคา 

สามารถคำำ�นวณได้ต้ามสมการ

ภาพท่ี่ � 10 ความสััมพัันธ์์ระหว่่างการเพิ่่ �มลดจำำ�นวน 

		      ทรััพยากรคอมพิิวเตอร์์เสมืือนบนคลาวด์ ์

		        คอมพิวิติงิกัับจำำ�นวนเวลาสะสมที่่ �งานรออยู่่�ใน 

		          คิวิโดยใช้ ้QEDPA Framework

ภาพท่ี่ � 11 การเปรีียบเทีียบจำำ�นวนเครื่่ �องเสมือืนกัับเวลาที่่ �ใช้ ้

		     ประมวลผลระหว่่าง QEDPA Framework กัับ  

		    แบบใช้จ้ำำ�นวนเครื่่ �องเสมือืนคงที่่ �

ภาพท่ี่ � 12 การเปรีียบเทีียบเวลาการประมวลผลเฉลี่่ �ยระหว่า่ง 

		     การใช้ ้QEDPA Framework กัับการใช้เ้ครื่่ �องเสมือืน 

		    ที่่ �มีีจำำ�นวนคงที่่ �
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ภาพท่ี่ � 13 การเปรีียบเทีียบเวลาสะสมเฉลี่่ �ยที่่ �งานรออยู่่�ในคิวิ 

		     ระหว่่างการใช้ ้ QEDPA Framework กัับการใช้ ้

		      เครื่่ �องเสมือืนที่่ �มีีจำำ�นวนคงที่่ �

	 โดยที่่� performance คืือ ประสิทิธิภิาพเมื่่�อใช้เ้ครื่่�องเสมืือน

จำำ�นวนคงที่่�และยืืดหยุ่่�นภายใต้ ้QEDPA Framework ตามลำำ�ดับั 

ค่่า GFLOPSbase คืือประสิทิธิิภาพของหน่่วยประมวลผล

ซึ่่�งได้้จากการใช้้โปรแกรมวัดัประสิิทธิิภาพ LINPACK 

Benchmark [17] ในการคำำ�นวณแก้้ระบบสมการเชิงิเส้้น

บนเครื่่�องเสมืือนอ้า้งอิงิจำำ�นวน 2 เครื่่�อง มีหีน่่วยเป็็น 109 

floating point operations per second (Gflops) และ tbase 

คืือเวลาประมวลผลเสร็จ็ของเครื่่�องอ้า้งอิงิ2 (Baseline Machine) 

ส่ว่นค่า่ t คืือเวลาที่่�ประมวลผลเสร็จ็เมื่่�อใช้จ้ำำ�นวนเครื่่�องเสมืือนคงที่่�

และเมื่่�อใช้ ้ QEDPA Framework ทั้้ �งนี้้�ที่่�ต้อ้งกำำ�หนดเครื่่�อง

อ้้างอิิงขึ้้�นมานั้้ �น เน่ื่�องจากเวลาที่่�งานประมวลผลเสร็็จ

ในแต่ล่ะกรณีไีม่เ่ท่า่กันั จึึงต้อ้งใช้เ้ครื่่�องอ้า้งอิงิเป็็นตัวัเปรียีบเทียีบ

หาค่า่ประสิทิธิภิาพ

	 ตารางที่่�  4 แสดงค่่าเวลาที่่�ประมวลผลเสร็็จ (t) 

ประสิทิธิภิาพ ค่่าบริกิาร AWS และประสิทิธิภิาพต่่อราคา

ในกรณีีต่่ า ง  ๆ  ซึ่่� ง เห็็นได้้ว่่ า  QEDPA Framework 

มีปีระสิทิธิภิาพต่อราคาที่่�สููงกว่่าการใช้้จำำ�นวนเครื่่�อง

เสมืือนแบบคงที่่� และสามารถจัดัการในเรื่่�องของประสิทิธิภิาพ

ต่่อราคาในการใช้้บริกิารคลาวด์์คอมพิวิติงิได้้อย่่างสมดุุล

ซึ่่�งใช้เ้วลาในการรันัเสร็จ็ใกล้้เคียีงกับัการใช้เ้ครื่่�องเสมืือน

จำำ�นวนสููงสุดุ 9 เครื่่�อง และเสียีค่า่ใช้จ้่า่ยใกล้เ้คียีงกับัการใช้้

เครื่่�องเสมืือนจำำ�นวน 2 เครื่่�อง

	 4.2 การทดสอบใช้้งาน

	ผู้ ้�ใช้ส้ามารถใช้ง้านระบบผ่า่นทางส่ว่นเชื่่�อมต่่อผู้้�ใช้แ้บบเว็บ็ 

โดยจะต้อ้งอัพัโหลดไฟล์เ์ข้า้สู่่�ระบบเพื่่�อตรวจสอบความถูกูต้อ้ง

ของข้อ้มููล ดังัแสดงในภาพที่่� 14 ในหน้้าจอจะมีปีุ่่� มที่่�ให้ผู้้้�ใช้้

อััพโหลดไฟล์์ จากนั้้ �นเมื่่�อผู้้�ใช้้กดปุ่่� มเริ่่�มการตรวจสอบ

ความถููกต้้อง ระบบจะส่่งงานตรวจสอบความถููกต้้อง

เข้้า ไปในระบบจััดการงานเพื่่� อ รอการประมวลผล 

ไฟล์์ที่่�ผ่่านการตรวจสอบว่่าถููกต้อ้งแล้ว้เท่่านั้้ �นที่่�จะให้ผู้้้�ใช้้

สามารถทำำ�การนำำ�เข้า้สู่่�ฐานข้อ้มููลต่่อไปได้ ้ โดยผู้้�ใช้จ้ะต้อ้ง

กดปุ่่� มเริ่่�มการนำำ�เข้า้

2 ค่า่ Gflops ที่่�วัดัได้จ้ากโปรแกรม LINPACK และเวลาประมวลผลเสร็จ็ 

สำำ�หรับัเครื่่�องอ้า้งอิงิมีคี่า่ประมาณ 122 Gflops และ 157 นาที ีตามลำำ�ดับั

ภาพท่ี่ � 14 หน้้าจอสำำ�หรัับการตรวจสอบและนำำ�เข้า้ไฟล์์

	 หลัังจากที่่�งานตรวจสอบความถููกต้้องของไฟล์์

ถูกูประมวลผลเสร็จ็สิ้้�นแล้ว้ จะมีรีายงานผลการตรวจสอบไฟล์ ์

ภาพที่่� 15 แสดงผลการตรวจสอบความถููกต้้องของไฟล์์

ก่อ่นการนำำ�เข้า้ ซึ่่�งจะแจ้ง้ให้ผู้้้�ใช้ท้ราบว่า่ข้อ้มููลแต่ล่ะรายการ

มีคีวามผิดิพลาดหรืือไม่ ่เช่น่ ฟิิลด์ท์ี่่�จำำ�เป็็นไม่ม่ีคี่า่ หรืือรููปแบบ

ไม่่ตรงตามที่่�กำำ�หนด เป็็นต้้น หากมีีความผิิดพลาด 

ผู้้�ใช้จ้ะต้อ้งทำำ�การแก้ไ้ขไฟล์ต์้น้ฉบับัและส่ง่เข้า้มาดำำ�เนิินการ

ตรวจสอบอีกีครั้้ �งหน่ึ่�ง

ภาพท่ี่ � 15 หน้้าจอแสดงผลการตรวจสอบไฟล์์
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จำำ�นวนเครื่่�อง

เสมืือน

เวลารวมสะสมที่่�

งานรอในคิิว (นาทีี)

เวลาที่่�ประมวลผลเสร็จ็ (t) 

(นาทีี)
ประสิิทธิิภาพ

(Gflops)
ค่่าบริการ AWS 

(US$) ประสิิทธิิภาพต่่อราคา

2 
(Baseline Machine) 129.89 157.38 121.99 0.43 283.69

5 11.54 102.21 187.83 0.71 264.55

6 6.24 92.52 207.50 0.77 269.49

7 2.57 82.15 233.70 0.72 324.58

8 0.13 74.23 258.63 0.83 311.61

9 0.02 66.08 290.53 0.83 350.04

QEDPA Framework 1.71 68.45 280.47 0.47 596.76

ตารางท่ี่ � 4 ผลการเปรีียบเทีียบการใช้เ้ครื่่ �องเสมือืนที่่ �มีีจำำ�นวนคงที่่ �กัับแบบใช้ ้QEDPA Framework ในมิติิติ่่าง ๆ

	 เมื่่�อผู้้�ใช้ก้ดปุ่่�มเริ่่�มการนำำ�เข้า้ไฟล์ ์ระบบจะดำำ�เนิินการนำำ�ไฟล์์

เข้า้สู่่�ฐานข้อ้มููลข้อ้เท็จ็จริงิ ซึ่่�งในกระบวนการนี้้�ประกอบด้ว้ย 

การแปลงและการตรวจหาอุุปกรณ์ชำำ�รุดุ โดยระบบจะสร้า้ง

และส่ง่งานให้ร้ะบบจัดัการงาน เพื่่�อดำำ�เนิินการประมวลผล 

หลัังจากเสร็็จสิ้้�น ผลลััพธ์์จะถููกบัันทึึกไว้้ในฐานข้้อมููล 

ซึ่่�งผู้้�ใช้ส้ามารถสั่่ �งงานวิเิคราะห์ข์้อ้มููลการชำำ�รุดุ เช่น่ การหาค่า่

อัตัราชำำ�รุุดของอุุปกรณ์ตามเงื่่�อนไขต่่าง ๆ ที่่�ผู้้�ใช้้เลืือก 

ดังัแสดงในภาพที่่� 16

ภาพท่ี่ � 16 หน้้าจอสำำ�หรัับการวิเิคราะห์อ์ััตราชำำ�รุดุ

	 เมื่่�อผู้้�ใช้ก้ดปุ่่� มวิเิคราะห์ ์ ระบบจะส่ง่งานวิเิคราะห์ห์าค่่า

อัตัราชำำ�รุดุจากตามตัวัเลืือกที่่�ผู้้�ใช้ไ้ด้ก้ำำ�หนดไว้ ้และรอจนกระทั่่ �ง

งานถูกูประมวลผลจนเสร็จ็สิ้้�น จากนั้้ �น ผู้้�ใช้จ้ึึงจะเข้า้ดููผลการ

วิเิคราะห์ผ์่า่นทางหน้้าจอ ดังัแสดงในภาพที่่� 17

	 เช่น่เดียีวกับัระบบ KBS อื่่�นๆ ที่่�ความถูกูต้อ้งของผลลัพัธ์์

ของการตรวจหาอุุปกรณ์ชำำ�รุุดจะขึ้้�นอยู่่�กับัความถููกต้้อง

และความสมบููรณ์ของกฎ ที่่�บางครั้้ �งผู้้�เชี่่�ยวชาญก็ไ็ม่ส่ามารถ

ถ่่ายทอดออกมาได้้ครบถ้้วน ดังันั้้ �น จึึงต้้องดำำ�เนิินการ

ด้้วยกระบวนการที่่�มีีประสิิทธิิภาพตามแนวทางต่่าง ๆ 

ที่่�มีกีารนำำ�เสนอไว้ใ้น [8], [18] อย่า่งไรก็ต็าม กฎย่อ่มมีกีาร

ปรับัเปลี่่�ยนได้ต้ามกระบวนการทำำ�งานที่่�เปลี่่�ยนไป หรืือการได้ร้ับั

องค์ค์วามรู้้�เพิ่่�มเติมิจากผู้้�เชี่่�ยวชาญ ทำำ�ให้ผ้ลลัพัธ์ม์ีคีวามแตกต่่าง

ไปจากเดิมิ หรืืออาจส่ง่ผลต่อ่เวลาในการประมวลผลข้อ้มููลที่่�ช้า้ลง 

หรืือเร็ว็ขึ้้�นได้ ้ซึ่่�ง QEDPA Framework ยังัคงสามารถทำำ�การเพิ่่�มลด

ทรัพัยากรได้้ตามเดิมิ เพราะรููปแบบของการประมวลผล

และการกระจายงานไปบนทรัพัยากรคลาวด์์แบบยืืดหยุ่่�น

ยังัไม่เ่ปลี่่�ยนแปลง

5.	 สรุุป 

	 การวิิเคราะห์์ข้้อมููลด้้วยการใช้้ระบบฐานความรู้้� 

(Knowledge-based System) เพื่่�อหารููปแบบของความสัมัพันัธ์์

ภาพท่ี่ � 17 หน้้าจอแสดงผลการวิเิคราะห์อ์ััตราชำำ�รุดุ
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ที่่�ซับัซ้อ้นในข้อ้มููลขนาดใหญ่่นั้้ �น ต้อ้งใช้เ้วลาในการประมวลผลนาน 

ดังันั้้ �น งานวิจิัยันี้้�นำำ�เสนอวิธิีกีารและ Framework สำำ�หรับัแก้ปั้ัญหา

ด้ว้ยการประมวลผลระบบฐานความรู้้�บนคลาวด์ค์อมพิวิติงิ 

ด้้วยการกระจายการประมวลผลระบบฐานความรู้้�ไปใน

ทรัพัยากรคอมพิวิเตอร์ใ์นระบบคลาวด์ค์อมพิวิติงิอย่า่งยืืดหยุ่่�น

ด้ว้ยการเพิ่่�มหรืือลดจำำ�นวนทรัพัยากรประมวลผลตามปริมิาณงาน

แบบอัตัโนมัตัิ ิ ทำำ�ให้ก้ารวิเิคราะห์์ข้อ้มููลจำำ�นวนมากเสร็จ็

ได้ใ้นเวลาอันัรวดเร็ว็ และใช้ท้รัพัยากรคำำ�นวณอย่่างคุ้้�มค่่า 

มีปีระสิทิธิภิาพต่่อราคาที่่�สููงขึ้้�น Framework นี้้�ถููกนำำ�ไปใช้้

กับัการวิเิคราะห์ข์้อ้มููลอุุปกรณ์ชำำ�รุุด เพื่่�อช่่วยสืืบค้น้ข้อ้มููล

อุุปกรณ์ชำำ�รุุดให้ถูู้กต้อ้งครบถ้้วน ทำำ�ให้ก้ารคำำ�นวณหาค่่า

อัตัราการชำำ�รุดุแม่น่ยำำ�มากขึ้้�น ในอนาคตสามารถนำำ�วิธิีกีาร

และ Framework นี้้�ไปประยุกุต์ใ์ช้ก้ับัการวิเิคราะห์ช์ุดุข้อ้มููลอื่่�น

ที่่�มีกีารประมวลผลในลักัษณะของ High Throughput Batch 

Computing เช่น่เดียีวกับัที่่�ได้น้ำำ�เสนอในงานวิจิัยันี้้� 
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