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Abstract

There is a lot of educational data, which is big data.
A few research has been conducted in a field of educational
data mining in order to predict academic achievement in
programming at secondary level. The objectives of this research
were to develop a model for learning assessment of
Mathayomsuksa 1 students, which consider from Scratch
projects using Data Mining, and to test the model performance.
This research chose to apply CRISP-DM data mining
framework to develop models using three classification
techniques: Naive Bayes, Decision Tree and K-Nearest
Neighbor, and to validate these models using a 10-fold cross
validation technique. The input of the model development
was 113 samples of Scratch projects, which was divided into
atraining data set and a testing data set. The developed models
using the complexity features of Scratch projects consisted
of 9 features as the predictor variables, and grades were
the target variable.

The results showed that the Decision Tree technique was
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able to predict the most effective results out of the three models,
which had an accuracy of 93.67%, a precision of 93.47%,
a recall of 85.71% and a F-measurement of 87.24%.
Testing the model performance using the testing data set,
was found that an accuracy of all data in prediction was
64.71%. The prediction model can be used as a learning

assessment tool for teachers in computing science courses.

Keywords: Educational Data Mining, Programming Concept,

Machine Learning, Learning Assessment.
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@Taam'wnaaﬁagaLLmﬁ@miLﬁﬂﬂﬂimeﬁﬁﬂL“lTwLLa:

Namiﬁ'wjﬁﬁﬁaammmd’amwﬁ 1

d' aa & A a o
A15297 1 wann3OIaN Tl wanuian /24, 26
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Fauannsule A1a5u1Y
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1 | Flow Control szaumslimdsniuqunsriinu

YDININZAT

2 | DataRepresentation |3z@unislddrgaineanuaiazas

A v o v @
LW ?JELWY]'N’]%VLQBFJWGQT’I@'IQG

3 Abstraction TAULWIAALTIMNTTIN LAZNITUL

Ty ingiduiywidas

4 | User Interactivity | szaumslgdasninganumsldnou

29517

5 | Synchronization | szaumslmasisanumsfeleslus
faygyraliarazasdasndoufs

. va X o o
A3 9 THiAeduaudran

6 Parallelism TEAUMITNNUDIIUA RN m@gm‘mi

. a X o o
AN ¢ INATWBNIDUNY

7 | Logic 32AUNSITAIRILABINUNNTAA

B0 TINg

8 | Vocabulary Swnddiunsuazagndniin

vL r e o o
NILLY LNBUAIDT
o o a o o a
9 Length AMBIUANLBUNIILRSAINNATL U
o a
NIININRNG

A Autosae @ Soad: Projec Dat 0111 a4 e 1 iacheaiioren @ ® & - 0 x
Fle Home It Pageliyost Fomuis Data Reven Uew Hep I Comments
AL v ew No v

A B c D 3 F G H | J K [a
+ [New NolFlow control Data representation Abstraction User interactivity Synchronization Parzllelism Logic Vocabulary Length  Grade
201 1 2 0 2 0 0 [} 7 28 D
3.2 1 2 0 2 0 0 0 15 40 A
4 3 1 2 0 2 0 0 [} 14 39 B
5 4 1 2 0 2 0 0 0 7 27 D
6 5 1 2 0 2 0 0 [ 14 39 B
76 1 2 0 2 0 0 [} 8 24 D
8 7 1 2 0 2 0 0 0 12 37 B
9 8 1 2 0 2 0 0 0 15 40 A
0 9 1 2 0 2 0 0 [ 14 39 B
110 1 2 1 2 0 0 Q 14 38 C
21 1 2 0 2 0 0 0 17 39 A
1312 1 2 0 2 0 0 [ 13 32 D
14 13 1 2 0 2 0 0 0 15 40 A
15 14 1 2 0 2 0 0 4} 7 28 C

15 1 b n E) n n n 2 2 r

ulltest3 (@ »

PV Ymme— Gosssers (B @ 0 -——d—+ uw
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4) M3a37910La8 (Model Building)

nudspiaen 3 malieniuiifioudo mafiewndviud
wmadaduldaadula LLa:mﬂﬁmﬁauﬂﬂuln&q@
mMymwruandiaaslunsn lwneudswiuaineluies
frmafiau BWiugasil priors' 1% None uaz 'var_
smoothing' 1% 10-9 windinasvadnaiinanliaaduls
33‘]{@6"0‘& ‘criterion’ L% 'gini' LAY 'max_depth' 11l None
miﬂ{uwwsmmaﬁ?mmmaﬁmﬁauﬁwu%ﬁqm
Tasfi K=1,3 uaz 5 Wi K=3 soualilauiaarinued
UszAnEnngega mmfummaaumwaumqamNa
pasluaalaslfinafiamaaraseuuunlyd nsudsaya
aantdu 10 & I@‘nﬂﬁLL@ia:muﬁaﬁﬂmu%Hawhﬁ’u
mmu’ﬂfaga 9 gandnsudnluies wazdn 1 &u
Iidudayanasavdszdninwuadluies PN HAD
FINEIYNENEN 10 A9

5) MINARBULATLTUTUNE

b mMmaseuLazUsdudn luaai i uiden
INTRAauT 4) s'fiaﬁﬂi:ﬁﬂ%mwqdq@ﬁﬂﬂﬂi:qﬂmﬁl"ﬁ
AUINILANAN B FLATTAN $1UI% 34 620879
fmsunarauluies

6) myvsulgau

m“imnvlﬁimmﬁmmmuﬁq@ mMyUseifiunalwsiang
meauasTvasgisowi ldintaszatlalihuanmidng
@19 9 vaslnslanamMenauaTrasnnisowdulady
Tuudssluiaatiafiazyimwg

4. HAN13298Y

4.1 HAMINAWILNLAR

ﬁﬁ’amﬂﬁ@umimmiﬂﬂlf@@ﬁaga%dﬂizﬂauﬁw
wannitrdvasumfamadoulysunsy 9 wenn3tng
ududsdu uazdayanansiTou; msdauldsunsn
muanatriduwarudsiiuig IwIn 79 @20819
nansssufsulssansnnaasluiaans 3 wie
wmfﬂmﬂﬁﬂﬁuvl,ﬁm”@ﬁuslammm'ﬁﬁmwamn’%‘wj
Ml muIaJSLmiaJvl,@Taamﬁﬂszﬁ'ﬂﬁmwqaﬁq@mn 31uiea
s'fidﬁmmmgﬂﬁm (Accuracy) LNNL 93.67% Jenanaiusine
(Precision) WINAU 93.47% AA1ANILAN (Recall) L¥iNAL
85.71% LLﬂ:ﬁﬂ"]ﬂ’n&ld’NQa (F-Score) L¥iNNL 87.24%
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a 4 v v A 1 v
3998931 A8 m@umﬁ'aumﬂnaq@mﬁmmmgn@m
LANAY 79.75% UA1AMNBEUEN YA Y 74.70%
FANANNIZAN WAL 72.07% LLa:ﬁmmmmaqa Winny
72.68% q@ﬁwﬁa m@ﬁ@mé‘ﬂmﬁﬁﬁnmmgﬂﬁaa
LINAY 39.74% UA1AMNWEUEN YN U 49.63%
FANANNIZAN WAL 61.71% LLa:ﬁmmmmaqa Winny

AA = a a v dl Qo d'
38.48% TadszANTMwiasNga AILRAI AN 2

A15197 2 Uszansniwvasluaanisviiue

I =
Model § § E (};
< - =
Naive Bayes 39.74 49.63 61.71 38.48
Decision Tree 93.67 93.47 85.72 87.24
K-Nearest
Neighbor 79.75 74.70 72.07 72.68

Tuearhuwamemaiadulidaauladuunmuanmssun
madsuldsunsummauassuasiniSouanuannsing
g maduunnguvastayaiinglumaduuniuam
24 ng Saiinwazua aeil

1. ©N X8(Length) <= 27.5 W& X7(Vocabulary) <= 7.5
wniSouazldinga D (Value = [0, 0, 0, 1])

2. 11 X8(Length) <= 27.5 W&z X7(Vocabulary) > 7.5
wniSouazld 1nse C %38 D (Value =[0, 0, 1, 1])

3. 1 27.5 < X8(Length) < 29.5 wniSunazldinsa
C (Value =10, 0, 2, 1])

4. 81 29.5 < X8(Length) <= 31.5 ini5uuazlaina
C (Value = [0, 0, 1, 0])

5. 61 31.5 < X8(Length) <= 32.5 HNLIuHIZINIA
D (Value = [0, 0, 0, 1)

6. 1N 32.5 < X8(Length) <=35 ez X7(Vocabulary) <=7.5
WNLIBUZINTA B (Value = [0, 1, 0, 0])

7. 11 32.5 <X8(Length) <= 35 W& 7.5 < X7(Vocabulary)
<= 13.5 wniSpuazlainga C (Value = [0, 0, 1, 0]
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8.1135.0 <X8(Length)<=40.5 LLaz 7.5 <X7(Vocabulary)
<=12.5 Wz X2 (Abstraction) <= 0.5 wnisouazlainge
B (Value = [0, 6, 0, 0])

9.191135.0 <X8(Length)<=40.5 LLaz 7.5 <X7(Vocabulary)
<=12.5 WA X2 (Abstraction) > 0.5 wnisouazlainsa
C (Value =10, 0, 1, 0])

10. 01 35.0 < X8(Length) <= 40.5 LRz 12.5 <
X7(Vocabulary) <= 13.5 #ni3ouaz l@insa B (Value = [0,
16,0, 0])

11. 01 32.5 < X8(Length) <= 37.5 uaz 13.5 <
X7(Vocabulary) <= 14.5 WaZ X2 (Abstraction) <= 0.5
wniSpuarldinga C (Value = [0, 0, 1, 0])

12. 01 37.5 < X8(Length) <= 38.5 LRz 13.5 <
X7(Vocabulary) <= 14.5 WaZ X2 (Abstraction) <= 0.5
wniSouarlainga A (Value = [8, 2, 0, 0])

13.9138.5 <X8(Length)<40.5 LLaz 13.5<X7(Vocabulary)
<=14.5 Wz X2 (Abstraction) <= 0.5 wnisouazlainge
B (Value = [0, 6, 0, 0])

14. 91 38.5 < X8&(Length) <=40.5 Laz X7(Vocabulary)
> 14.5 Wae X2 (Abstraction) <= 0.5 wnisouazlainge
A (Value =[7, 0,0, 0])

15. 91 38.5 < X8&(Length) <=40.5 Laz X7(Vocabulary)
>13.5 WA X2 (Abstraction) > 0.5 a2 X0 (Flow Control)
<= 1.5 uniSouazléinsa C (Value = [0, 0, 2, 0])

16. 01 38.5 < X8&(Length) <=40.5 Laz X7(Vocabulary)
> 13.5 WAL X2 (Abstraction) > 0.5 Lz X0 (Flow Control)
> 1.5 tniSuuar ldinIa B (Value = [0, 2, 0, 0])

17. 01 40.5 < X8(Length) <= 41.5 LRz 13.5 <
X7(Vocabulary) <= 14.5 LRz X2 (Abstraction) <= 0.5
wniSouarldinga C (Value = [0, 0, 1, 0])

18. 01 41.5 < X8(Length) <= 42.5 LRz 13.5 <
X7(Vocabulary) <= 14.5 LRz X2 (Abstraction) <= 0.5
wniSouarldinga C (Value = [0, 1, 3, 0])

19. 01 40.5 < X8(Length) <= 42.5 LRz 13.5 <
X7(Vocabulary) <= 14.5 L8 X2 (Abstraction) > 0.5 wnLIun
2216in3@ B (Value =0, 1, 0, 0])

20. 0N 425 < X8(Length) <= 43.5 LAy 13.5 < X7
(Vocabulary) <= 14.5 #ni58uaz 16insa B (Value = [0, 2, 0, 0])
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21. 61 40.5<= X8(Length) <=41.5 WLz X7(Vocabulary)
> 14.5 nni3uuazldinia B (Value = [0, 4, 0, 0])

22.0141.5<= X8(Length) <=43.5 WLz X7(Vocabulary)
> 14.5 WAz X2 (Abstraction) <= 0.5 wnisouazldinga
B (Value = [0, 1, 0, 0])

23. 01 41.5<= X8(Length) <=43.5 WLz X7(Vocabulary)
> 14.5 Rz X2 (Abstraction) > 0.5 wnisunarldainge
A (Value =11, 0, 0, 0])

24. T X8(Length) > 43.5 wniSouazldinia C (Value
=10, 0,4, 0])

ngnIwetad 12, 14 uaz 23 fana A Tou
ldinsa A uazngnisviune a1 uaz 5 dawaldEison
I6insa D wannstdmnefiganInsunNansS o
laagsddszantande Length, Vocabulary, Abstraction
Wae Flow control Lﬁaammmﬂﬂ%ﬁaﬁmmﬁagljluiﬁu@
JLAUUUVBIK AR FW]

4.2 kan1Inasaudszansninzaslulaa

et luiaarinun plddszgndldiulnsiand
Tdsunsunsiaunssanla vlfgadeyanasay
$ 1w 34 saon namavihwewuh luasrnsfinam
nninafiaduldaaduly fdraugneas 64.71%
enauuaingh whnl 73.03% Jenanasean whnd 73.81%
LLa:ﬁmmwma@;a WINNL 72.46% WANINUEANLNTA
maagﬁmuﬁﬁﬂmﬂﬁgﬂﬁm INT@ A B C uaz D
IUIN 58 8 WAz 1 aNE1AU

5. anls18nan19IvY

5.1 MINAWILNLAR

NamTAeNUIunaiaduliaagulaiuseiniaw
ga‘ﬁ'q@mﬂ 3 Im@a%aﬁﬁnmmgﬂﬁaa 93.67%
SIgeAARINUINWITHTIaNRE Tuzia [11]
Cheewaprakobkit [7] LLAE Al-Radaideh, Al-Shawakfa, &
Al-Najjar [18] ﬁuawatﬂustwzdﬂﬂWia§ﬁaﬂg If-Then
munaiaduliaasulaszvinnsaaiianuannidad
PasumIRan I daulLsunsa 9 wenvsTE Rt NUENWIE
ﬂvuwaé‘wfmnﬁqmﬂugﬂﬁum (Root Node) Hazlnua
faudall (Node) %ammmaﬁm,uﬂﬂf,juvlﬁﬁ

WONINNTIH HANFITBTANULANGIINNNANNTITE
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YPIFTTIAN LNRITHUY LAzADU [10], LENETIA INLANEDL
wacatwe [6], Quille & Bergin [22], Bergin et al. [21]
NWITVVDITINNT LAIRSITHIY BRZABENUINARA
a 6 A a v Yo a v (3
PNANLLE 3a<1aamﬂamﬂuﬂ@u"l,mmaula‘tummmgnma
gdﬁq@mmﬁm"’u UM I LRI T EIRTUINANEN
Aninalula b IzwNa ¥D1LwNAlwladnIzaauinan
Liﬁqmﬂmim@m:ﬁa Tuvinaadaanu 9wIseuad
Quille & Bergin [22] 18 Berginetal. [21] wuimnafauwaniug
ﬁmmgﬂﬁaﬂumsﬁwmﬂ'gdﬁq@ WinAL 78.30% WA
mﬂﬁﬂﬁu"lﬁ@l”@ﬁu‘hﬁmwgnﬁmﬁaﬂﬂiw WiNAL 74.50%
™ A{ a
lunrsiursnagugndntenisiSowionnindou
TdsuntuidasduaasnndneuniIneiaswiln 1
% qq; 1 U q;' Aa A é/ e
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ludﬁuaawwﬂimmmwmq@Luaamﬂ"g@magaﬂ%
= L™ A o U
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N5 lUTuNIN AT BIFLATTNEINITAI LW
1631797 2 Usztnn 83 UaILRNEIIN INUAN DL
wazame [6] Wudnaiialassinedszanniisuuuy
NadLaLyasinasLTUaTan Iﬁmmmgﬂﬁaagaﬁq@
n:i‘u A Avg 1 v A a nqu’ o a A
N30eaz 9448 Tanuwiauh W ldiRanmeafinimysniiumia
5.2 mManadauilszansninvasluiaa
HaMInwsdegataanageunu Tuiaarinug
AWAWINNATAGT L AR fehanugndas 64.71%
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o A [ v Qs v
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