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การรู้้�จำำ�การแสดงอารมณ์์ออกทางใบหน้้าด้้วยวิิธีีโครงข่่ายประสาทเทีียมแบบคอนโวลูชูั่่ �น
โดยใช้้ภาพถ่่ายใบหน้้าเพีียงครึ่่�งเดีียว

Facial Expression Recognition using Convolutional Neural Networks  
Based on Half Facial Sections

บทคัดัย่่อ

	 งานวิจิัยันี้้�นำำ�เสนอการรู้้�จำำ�การแสดงอารมณ์์ออกทางใบหน้า

ด้ว้ยวิธิีโีครงข่า่ยประสาทเทียีมแบบคอนโวลูชูั่่ �น โดยมีสีมมติฐิาน

ในการวิจิัยัว่า่ หากตำำ�แหน่งของอวัยัวะบนใบหน้าของมนุุษย์ใ์กล้้

ความเป็็นสมมาตรโดยมีจีมูกูเป็็นกึ่่�งกลางจริงิ การใช้ภ้าพถ่าย

ที่่�มีีเพีียงซีีกใดซีีกหนึ่่�งของใบหน้าจะสามารถวิิเคราะห์์

การรู้้�จำำ�การแสดงอารมณ์์ออกทางใบหน้าได้ ้โดยกำำ�หนดการรู้้�จำำ�

การแสดงอารมณ์์ออกทางใบหน้าแบ่่งออกเป็็น 3 กลุ่่�ม

ทางอารมณ์์ ได้แ้ก่่ อารมณ์์เชิงิลบ อารมณ์์ปกติแิละอารมณ์์เชิงิบวก 

ซึ่่�งใช้ชุุ้ดข้อ้มูลูภาพจากการแข่ง่ขันั FER2013 สำำ�หรับัฝึึกสอน

และทดสอบแบบจำำ�ลอง ภาพถ่ายใบหน้าภายในชุุดข้อ้มูลูจะ

ถูกูแบ่ง่ออกเป็็นภาพซีกีซ้า้ยและภาพซีีกขวา เริ่่�มต้้นผู้้�วิิจั ัย

ได้้ เ ลืือก ใช้้แบบจำำ�ลองซึ่่�งมีีโครงสร้้างตามโครงข่่าย

ประสาทเทียีมแบบคอนโวลูชูั่่ �นที่่�แตกต่่างกันั 3 รูปูแบบ ได้แ้ก่่ 

LeNet-5, Mememoji และ 3CNNs นำำ�มาพัฒันาและเปรียีบเทียีบ

แบบจำำ�ลองให้้เหมาะสมต่่อการจำำ�แนกภาพซีีกซ้้ายและ

ภาพซีกีขวา เมื่่�อได้แ้บบจำำ�ลองที่่�มีปีระสิทิธิภิาพ ผู้้�วิจิัยัได้ท้ำำ�การผสาน

แบบจำำ�ลองเข้า้ด้ว้ยกันั เพื่่�อให้เ้กิดิความเหมาะสมต่่อการจำำ�แนก

ภาพทั้้ �งสองรูปูแบบ ซึ่่�งผลลัพัธ์์ของแบบจำำ�ลองที่่�ผ่่านการ

ผสานเข้า้ด้ว้ยกันันี้้� มีคี่า่ความถูกูต้อ้งสูงูที่่�สุุดอยู่่�ที่่�ร้อ้ยละ 82.77
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Abstract

	 This research presented Facial Expression Recognition 

by using Convolutional Neural Networks. The hypothesis 

for the research was that if the position of human facial 

organs is near symmetry with the nose actually centered, 

using half facial sections can analyze emotional expression 

recognition of the face. Facial recognition was divided into 

three emotional groups: negative emotion, normal emotion, 

and positive emotion which used data set from the competition 

FER2013 for training set and test set. The faces within 

the data set were divided into left and right half images. 

The researcher started with the selection of three different 

convoluted neural network structures, namely LeNet-5, 

Mememoji, and 3CNNs which were developed and compared 

the models to suit the classify of the left and right halves. 

Upon obtaining efficient models, the researcher blended 

models to make them suitable for classification of both images. 

The results of this merged model had the highest accuracy at 

82.77%.

Keywords: Facial Expression Recognition, Half Facial Sections, 

Convolutional Neural Networks, Computer Vision.
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Intelligence) มีจีุุดมุ่่�งหมายในการขยายขีดีความสามารถ

ของสมองกลให้เ้กิดิการคิดิวิเิคราะห์ต์ัดัสินิใจ โดยมีปีระสิทิธิภิาพ

ใกล้้เคียีงกับัมนุุษย์ม์ากที่่�สุุด [1] ส่่งผลให้ง้านวิจิัยัด้า้นการรู้้�จำำ�

อารมณ์์ของมนุุษย์์แบบอัตัโนมัตัิิ (Automated Emotion 

Recognition) ที่่�มุ่่�งเน้้นการพัฒันาเทคนิควิธิีใีนการวิเิคราะห์อ์ารมณ์์ 

ความรู้้�สึกึของมนุุษย์ ์ได้้รับัความนิิยมเพิ่่�มมากขึ้้�นในปัจจุุบันั 

โดยข้อ้มูลูที่่�ใช้้ในการวิเิคราะห์อ์ารมณ์์ของมนุุษย์ส์ามารถนำำ�มาจาก

แหล่่งข้อ้มูลูที่่�หลากหลาย เช่่น การตรวจวัดัคลื่่�นไฟฟ้้าสมอง 

(Electroencephalography: EEG) การตรวจวัดัคลื่่�นไฟฟ้้าหัวัใจ 

(Electrocardiography: ECG) ค่่าความต้้านทานกระแสไฟฟ้้า

ที่่�ผิวิหนััง (Galvanic Skin Response: GSR) ความแปรผันั

ของอัตัราการเต้้นของหัวัใจ (Heart Rate Variability: HRV) [2] เป็็นต้้น

แต่เ่ทคนิควิธิีดีังักล่่าวล้้วนต้้องใช้้อุุปกรณ์์ในการอ่่านค่่าที่่�ต้้อง

สัมัผัสักับัร่่างกายโดยตรงทำำ�ให้้เกิิดความไม่่สะดวกและ

ไม่่สามารถตรวจวัดัการเปลี่่�ยนแปลงทางอารมณ์์จากการ

แสดงออกภายนอก การรู้้�จำำ�การแสดงอารมณ์์ออกทางใบหน้้า 

(Facial Expression Recognition) เป็็นเทคนิควิธิีหีนึ่่�งที่่�สามารถรับัรู้้� 

ได้้ถึงึการเปลี่่�ยนแปลงสภาวะทางอารมณ์์จากการตรวจจับั

ตำำ�แหน่่งของกล้้ามเนื้้�อใต้้ใบหน้้า (Face Muscle) ร่่วมกับั

อวััยวะบนใบหน้้าที่่�ถููกควบคุุมด้้วยเส้้นประสาท [3] 

โดยข้อ้มูลูจะถูกูจัดัเก็บ็อยู่่�ในรูปูแบบของไฟล์ภ์าพหรืือไฟล์ว์ีดีีโีอ

แบบดิิจิิตอลและนำำ�ไปประมวลผลด้้วยเทคนิควิิธีีทาง

คอมพิวิเตอร์ว์ิทิัศัน์ (Computer Vision)

	 การรู้้�จำำ�การแสดงอารมณ์์ออกทางใบหน้้า ถููกกล่่าวถึงึ

เป็็นครั้้ �งแรกในปีคริิสต์์ศัักราช 1872 โดย  Darwin [4] 

ได้ศ้ึกึษารูปูแบบการแสดงอารมณ์์ออกทางใบหน้้าของมนุุษย์์

และสัตัว์ ์ต่่อมาในปีคริสิต์ศ์ักัราช 1978 Ekman และ Friesen [5] 

พบว่่า การแสดงอารมณ์์ออกทางใบหน้้าที่่�มนุุษย์ท์ุุกคนพึงึมีี

สามารถจำำ�แนกออกเป็็น 6 อารมณ์์พื้้�นฐาน ได้แ้ก่่ อารมณ์์

ประหลาดใจ อารมณ์์เศร้้า อารมณ์์มีคีวามสุุข อารมณ์์รังัเกียีจ 

อารมณ์์กลัวัและอารมณ์์โกรธ ซึ่่�งถืือเป็็นผลลัพัธ์์ที่่�ได้้จาก

กระบวนการของการรู้้�จำำ�การแสดงอารมณ์์ออกทางใบหน้้า 

แนวทางในการพัฒันางานวิจิัยัด้า้นการรู้้�จำำ�การแสดงอารมณ์์

ออกทางใบหน้้า สามารถแบ่่งได้เ้ป็็น 3 องค์ป์ระกอบที่่�สำำ�คัญั 

1) การได้ม้าซึ่่�งใบหน้้า (Face Acquisition) เพื่่�อนำำ�ข้อ้มููล

ภาพถ่่ายเข้า้สู่่�กระบวนการ ซึ่่�งรวมองค์ป์ระกอบในการค้้นหา

ตำำ�แหน่่งของใบหน้้า (Face Detection) การประมาณท่่าทาง

ของศรีษีะ (Head Pose Estimation) การกำำ�หนดขอบเขต 

การตััดแบ่่งส่่วนของใบหน้้า การคัดักรององค์์ประกอบ

ที่่�ไม่่เกี่่�ยวข้อ้ง ซึ่่�งการตรวจจับัใบหน้้าและศรีีษะในแนวตรง 

จะส่่งผลดีต่ี่อการได้ม้าซึ่่�งใบหน้้าที่่�มีปีระสิทิธิภิาพดีทีี่่�สุุด [6]-[8] 

2) การสกัดัข้อ้มูลูจากใบหน้้าและตัวัแทนข้อ้มูลู (Facial Data 

Extraction and Representation) เป็็นองค์ป์ระกอบถัดัจากการ

ได้ม้าซึ่่�งใบหน้้า โดยนำำ�ภาพถ่่ายใบหน้้ามาทำำ�การวิเิคราะห์ ์

เพื่่�อใช้้เป็็นตัวัแทนข้อ้มูลูที่่�สะท้้อนได้้ถึงึอารมณ์์ที่่�เกิดิขึ้้�น [5] 

ในการสกัดัข้้อมููลสามารถกระทำำ�ได้้โดยการใช้้ระยะห่่าง

ระหว่่างจุุดบนใบหน้้าในรููปแบบของเวกเตอร์์คุุณลักัษณะ 

(Feature Vectors) [9] เรียีกว่่าคุุณลักัษณะทางเลขาคณิติเป็็นฐาน 

(Geometric Feature-based) หรืือสกัดัพื้้�นผิวิหนังั (Skin Texture) 

ริ้้�วรอย (Wrinkles) โดยพิิจารณาจากพิิกเซล (Pixels) 

ทั้้ �งหมดของภาพ [10] เรีียกว่่าลัักษณะปรากฏเป็็นฐาน 

(Appearance-based) 3) การรู้้�จำำ�การแสดงอารมณ์์ออกทาง

ใบหน้้าเป็็นกระบวนการพัฒันาแบบจํําลองสำำ�หรับัจํําแนก

ข้อ้มูลู (Classification) ซึ่่�งมีผีลลัพัธ์เ์ป็็นอารมณ์์ตามที่่�ต้้องการ 

ด้้วยเทคนิควิธิีทีางปััญญาประดิษิฐ์์ จากการเปรียีบเทียีบ

เทคนิควิธิีใีนปัจจุุบันัพบว่่า เทคนิควิธิีกีารเรียีนรู้้�เชิงิลึกึ (Deep 

Learning) ที่่�มุ่่�งเน้้นการพัฒันาตามรููปแบบของโครงข่่าย

ประสาทเทียีมแบบคอนโวลูชูั่่ �น (Convolutional Neural Networks) 

มีปีระสิทิธิภิาพสูงูเหมาะสมต่่อการจำำ�แนกอารมณ์์ [11]-[14]

	 งานวิิจััยนี้้�ทางผู้้�วิิจั ัยได้้ตั้้ �งสมมติิฐานในการวิิจััยว่่า 

หากตำำ�แหน่่งของอวัยัวะบนใบหน้้าของมนุุษย์ใ์กล้้ความเป็็นสมมาตร

โดยมีจีมูกูเป็็นกึ่่�งกลางจริงิ การใช้้ภาพถ่่ายที่่�มีเีพียีงซีกีใดซีกีหนึ่่�ง

ของใบหน้้าจะสามารถวิเิคราะห์์การรู้้�จำำ�การแสดงอารมณ์์

ออกทางใบหน้้าได้ ้ โดยแต่่ละขั้้ �นตอนวิธิีจีะถููกเปรียีบเทียีบ

กับังานวิจิัยัที่่�ผ่่านการเผยแพร่่ฉบับัก่่อนหน้้าของทางคณะผู้้�วิจิัยั

ในหัวัข้อ้ “การรู้้�จำำ�การแสดงอารมณ์์ออกทางใบหน้้าด้ว้ยวิธิีี

โครงข่่ายประสาทเทียีมแบบคอนโวลูชูั่่ �นร่่วมกับัการประมวล

ผลภาพ 18 รูปูแบบ” [15] เพื่่�อให้เ้กิดิประสิทิธิภิาพที่่�ดียีิ่่�งขึ้้�น 

ทั้้ �งด้า้นเวลาในการประมวลผลและค่่าความถูกูต้้อง ซึ่่�งจะนำำ�

ไปต่่อยอดสำำ�หรับัการประเมิินผลการเรีียนรู้้�ของผู้้�เรีียน

ด้า้นจิติพิสิัยั (Affective Domain) ที่่�ครอบคลุุมถึงึการแสดงออก

ทางอารมณ์์และความรู้้�สึกึต่่อการเรียีน [16] ขณะจัดัการเรียีน

การสอนแบบออนไลน์์ต่่อไป

2.  ทฤษฎีีและงานวิิจัยัที่่�เกี่่�ยวข้้อง

	 2.1 ชุดุข้้อมูลูภาพ (Dataset)
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โดยใช้ภ้าพถ่่ายใบหน้้าเพียีงครึ่่�งเดียีว

	 งานวิจิัยันี้้�ใช้้ชุุดข้อ้มูลูที่่�ภาพถ่่ายใบหน้้า FER2013 ซึ่่�งรวบรวม

ไว้้สำำ�หรับัจัดัการแข่่งขันั Facial Expression Recognition Challenge 

ในปีคริสิต์ศ์ักัราช 2013 ภายในประกอบไปด้ว้ย 7 อารมณ์์พื้้�นฐาน 

ได้แ้ก่่ โกรธ รังัเกียีจ กลัวั ดีใีจ เศร้้า ประหลาดใจ และปกติ ิ

โดยแบ่่งออกเป็็นชุุดข้อ้มูลูภาพสำำ�หรับัฝึึกสอน (Training Set) 

จำำ�นวน 28,709 ภาพและชุุดข้อ้มูลูภาพสำำ�หรับัทดสอบ (Test Set) 

จำำ�นวน 3,589 ภาพ ซึ่่�งมีีขนาดอยู่่�ที่่� 48 x 48 พิิกเซล 

แบบระดับัความเข้ม้สีเีทา (Gray Scale) [17] 

	 พนเมษ และคณะ [15] ได้ป้รับัปรุุงชุุดข้อ้มูลูภาพถ่่ายใบหน้้า 

FER2013 เพื่่�อให้้ชุุดข้อ้มูลูมีคีุุณภาพดียีิ่่�งขึ้้�นและเหมาะสมต่่อ

วัตัถุุประสงค์ก์ารวิจิัยั แบ่่งออกเป็็น 5 ขั้้ �นตอน 1) กำำ�หนดกลุ่่�ม

ประเภทอารมณ์์ตามหลักัการทางจิติวิทิยาในรูปูแบบ 1 ใน 4 ส่่วน

ของวงกลม (Quadrants of Emotion’s Wheel) [18] แบ่่งออกเป็็น

อารมณ์์เชิงิลบ อารมณ์์ปกติแิละอารมณ์์เชิงิบวก รวมถึงึการปรับั

สมดุุลของข้อ้มูลูในแต่่ละประเภทอารมณ์์ แสดงดังัภาพที่่� 1 

2) คัดัเลืือกภาพถ่่ายใบหน้้าที่่�ซ้ำำ��ซ้้อน นำำ�ออกจากชุุดข้อ้มูลู 

จากสาเหตุุของการรวบรวมภาพแบบอัตัโนมัตัิ ิ3) วิเิคราะห์์

ความคลุุมเครืือของอารมณ์์ โดยใช้้บุุคคล หากพบว่่าภาพถ่่าย

ใบหน้้าใดมีกีารแสดงอารมณ์์ออกทางใบหน้้าที่่�ไม่่ชัดัเจน 

จะนำำ�ออกจากชุุดข้อ้มูลูภาพ โดยไม่่ย้้ายไปสู่่�ประเภทอารมณ์์อื่่�น 

4) ตรวจสอบผลเฉลยของชุุดให้้มีคีวามถููกต้้องก่่อนนำำ�ไป

ทดสอบแบบจำำ�ลอง 5) เพิ่่�มจำำ�นวนภาพถ่่ายให้้มีปีริมิาณมากยิ่่�งขึ้้�น 

จากการหมุุนภาพตามแนวนอน (Flip Horizontally) ก่่อนนำำ�ไปรวมกับั

ชุุดข้อ้มูลูภาพเดิมิ จากขั้้ �นตอนที่่�กล่่าวมาข้า้งต้้น ส่่งผลให้ไ้ด้้

ชุุดข้อ้มูลูภาพที่่�นำำ�ไปใช้้ฝึึกสอนจำำ�นวน 13,786 ภาพ แบ่่งเป็็น 

อารมณ์์เชิิงลบ 4,090 ภาพ อารมณ์์ปกติิ 4,846 ภาพ 

อารมณ์์เชิงิบวก 4,850 ภาพ และชุุดข้อ้มูลูภาพสำำ�หรับัทดสอบ 

จำำ�นวน 3,082 ภาพ แบ่่งเป็็นอารมณ์์เชิงิลบ 982 ภาพ 

อารมณ์์ปกติ ิ1,050 ภาพ อารมณ์์เชิงิบวก 1,050 ภาพ

	จ ากภาพที่่� 1 ชุุดข้อ้มูลู FER2013 ถูกูนำำ�มากำำ�หนดกลุ่่�ม

ประเภทอารมณ์์ตามหลักัการทางจิติวิทิยาในรูปูแบบ 1 ใน 4 ส่่วน

ของวงกลม โดยอารมณ์์รังัเกียีจ กลัวั โกรธ เศร้้า ถูกูจัดัอยู่่�ใน

อารมณ์์เชิงิลบ อารมณ์์ปกติยิังัคงไว้้ตามเดิมิ อารมณ์์ดีใีจ 

ประหลาดใจ จัดัอยู่่�ในอารมณ์์เชิงิบวก ซึ่่�งในแต่่ละกลุ่่�ม

ประเภทอารมณ์์จะถููกปรับัสมดุุลของข้้อมููลให้้มีีปริิมาณ

ของภาพใกล้้เคียีงกันั

	 2.2 รูปูแบบของตัวัแทนข้้อมูลู (Representation)

	 การสกััดคุุณลัักษณะของภาพใบหน้้าเพื่่�อนำำ�ไปใช้้

เป็็นตัวัแทนข้อ้มูลู สามารถพิจิารณาได้้ตามความเหมาะสม

ต่่อการพัฒันาแบบจำำ�ลอง โดยผู้้�วิจิัยัมุ่่�งเน้้นตัวัแทนข้อ้มููล

ในรูปูแบบลักัษณะปรากฏเป็็นฐาน [6] ซึ่่�งสามารถลดข้อ้จำำ�กัดั

ในการนำำ�เข้า้ภาพถ่่ายใบหน้้าในมุุมมองตรง ซึ่่�งเป็็นการถ่่ายภาพ

ที่่�ไม่่เป็็นธรรมชาติขิองมนุุษย์แ์ละเหมาะสมต่่อการนำำ�ไปพัฒันา

แบบจำำ�ลองด้ว้ยโครงข่่ายประสาทเทียีมแบบคอนโวลูชูั่่ �น

	 Kim และคณะ [19] นำำ�เสนอเทคนิคการคัดัเลืือกภาพถ่่าย

ใบหน้้าเพื่่�อใช้้เป็็นตัวัแทนข้อ้มูลู โดยทำำ�การค้้นหาภาพปลายสุุด 

(Apex) ของการแสดงอารมณ์์ออกทางใบหน้้า (Peak Facial 

Expressions) ที่่�ได้้จากการบัันทึึกภาพแบบลำำ�ดับัวิิดีีโอ 

การเปลี่่�ยนแปลงทางอารมณ์์ที่่�เกิดิขึ้้�นนี้้�หากนำำ�ภาพลำำ�ดับั

วิดิีโีอมาแสดงผลการเคลื่่�อนไหวทีลีะภาพ (Frame by Frame) 

จะพบการเคลื่่�อนไหวของอวััยวะบนใบหน้้าทีีละน้้อย 

ลำำ�ดับัภาพใดที่่�แสดงให้เ้ห็น็ถึงึปลายสุุดของการแสดงอารมณ์์

ออกทางใบหน้้า จะได้้รับัการคัดัเลืือกเพื่่�อนำำ�ไปใช้้เป็็น

ตัวัแทนข้อ้มูลูต่่อไป แสดงดังัภาพที่่� 2

ภาพท่ี่ � 1 กำำ�หนดกลุ่่�มประเภทอารมณ์์ [15] ภาพท่ี่ � 2 ลำำ�ดับัการแสดงอารมณ์์ออกทางใบหน้้า [19] 
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โดยใช้ภ้าพถ่่ายใบหน้้าเพียีงครึ่่�งเดียีว

	จ ากภาพที่่� 2 แสดงการเปลี่่�ยนแปลงทางอารมณ์์ที่่�เกิดิขึ้้�น

ตามลำำ�ดัับของภาพ เริ่่�มตั้้ �งแต่่การแสดงอารมณ์์ปกติ ิ

อารมณ์์มีคีวามสุุข จากนั้้ �นวนกลับัมาแสดงอารมณ์์ปกติอิีกีครั้้ �ง 

	 Nwosu และคณะ [20] นำำ�เสนอตัวัแทนข้อ้มูลูด้ว้ยเทคนิค

การตัดัแบ่่งส่่วนของภาพใบหน้้าออกจากกันัเป็็น 2 ส่่วน 

ได้แ้ก่่ ส่่วนดวงตาและส่่วนปาก เน่ื่�องจากอวัยัวะทั้้ �งสองส่่วนนี้้� 

มีปีระสิทิธิภิาพในการรู้้�จำำ�การแสดงอารมณ์์ออกทางใบหน้้า

ค่่อนข้า้งสูงูเมื่่�อเปรียีบเทียีบกับัอวัยัวะบนใบหน้้าส่่วนอื่่�น ๆ 

แสดงดังัภาพที่่� 3

ภาพท่ี่ � 3 การตัดัแบ่ง่ส่ว่นอวัยัวะบนใบหน้้า [20]

	จ ากภาพที่่� 3 แสดงการตัดัแบ่่งส่่วนของอวัยัวะบนใบหน้้า

โดยภาพ (a) แสดงถึึงภาพถ่่าย Original (b) แสดงถึึง

การค้้นหาตำำ�แหน่่งของใบหน้้าก่่อนนำำ�ไปตัดัแบ่่งส่่วนของ

ภาพออกเป็็น 2 ส่่วน ได้แ้ก่่ ส่่วนดวงตาและส่่วนปาก

	 พนเมษ และคณะ [15] นำำ�เสนอการให้้น้ำำ��หนักัความสำำ�คัญั

สำำ�หรับัส่่วนดวงตาและส่่วนปาก ในมาตราส่่วนต่า่ง ๆ  เพื่่�อใช้้เป็็น

ตััวแทนข้้อมููล โดยแบ่่งชุุดข้้อมููลออกเป็็น 18 รููปแบบ 

แสดงดังัภาพที่่� 4

ภาพท่ี่ � 4 แบ่ง่ชุดุข้อ้มูลูตามมาตราส่ว่นต่่าง ๆ [15]

	จ ากภาพที่่� 4 ชุุดข้อ้มูลูภาพในแต่ล่ะรูปูแบบมีรีายละเอียีด 

ดัังนี้้�  (a)  Original  คืือชุุดข้้อมููลภาพต้้นฉบัับที่่�ไม่่มีี

การเปลี่่�ยนแปลงรูปูแบบ (b) Alignment คืือชุุดข้อ้มูลูภาพที่่�

ผ่่านการจัดัตำำ�แหน่่งของใบหน้้าให้เ้ป็็นแนวระนาบมากที่่�สุุด 

(c) Crop20-80 ถึงึภาพ (i) Crop80-20 คืือชุุดข้อ้มูลูภาพที่่�ผ่่านการจัดั

ตำำ�แหน่่งของใบหน้้า และตัดัเฉพาะส่่วนดวงตาและส่่วนปาก 

ซึ่่�งตัวัเลขชุุดหน้้าจะแสดงถึงึร้้อยละของการตัดัภาพช่่วงดวงตา

และตัวัเลขชุุดหลังัจะบอกถึงึร้้อยละของการตัดัภาพช่่วงปาก

	 2.3 โครงข่่ายประสาทเทีียมแบบคอนโวลููชั่่ �น 

(Convolutional Neural Networks: CNN)

	 โครงข่่ายประสาทเทียีมแบบคอนโวลูชูั่่ �น เป็็นแขนงหนึ่่�ง

ของการเรียีนรู้้�เชิงิลึกึ (Deep Learning) จุุดเด่่นของ CNN 

ได้แ้ก่่ ความสามารถในการรวมกันัระหว่่างการสกัดัข้อ้มูลู

จากภาพถ่่ายใบหน้้าและตัวัแทนข้อ้มูลูเข้า้กับัขั้้ �นตอนการรู้้�

จํําการแสดงอารมณ์์ออกทางใบหน้้า โดยมีสีถาปััตยกรรม

จัดัเรียีงกันัเป็็นลํําดับัชั้้ �น (Layer) ได้แ้ก่่ คอนโวลูชูั่่ �นเลเยอร์ ์

(Convolutional Layer) แอคติเิวชันัฟังก์ช์ั่่ �น (Activation-Function) 

พูลูิ่่�งเลเยอร์ ์ (Pooling Layer) และฟููลลี่่�คอนเนคเต็ด็เลเยอร์ ์

(Fully-connected Layer) การเรียีนรู้้�จะเกิิดขึ้้�นตามรอบ

การฝึึกสอน (Epoch) [21] ซึ่่�งในแต่ล่ะงานวิจิัยัได้้มีกีารปรับัแต่ง่

โครงสร้้างของลำำ�ดัับชั้้ �นรวมถึึงค่่าพารามิิเตอร์์ต่่าง ๆ 

ให้เ้กิดิความเหมาะสมกับัการพัฒันาแบบจำำ�ลองในการรู้้�จำำ�

การแสดงอารมณ์์ออกทางใบหน้้าของตน

	 Wang และ Gong [22] นำำ�เสนอการพัฒันาแบบจำำ�ลอง

สำำ�หรับัรู้้�จํําการแสดงอารมณ์์ออกทางใบหน้้าใน 7 ประเภท

อารมณ์์ โดยใช้้ชุุดข้อ้มูลู CK+ [23] นำำ�มาสร้้างการบดบังั

เพื่่�อให้เ้กิดิการเปรียีบเทียีบกันัระหว่่างการบดบังัส่่วนดวงตา

และการบดบังัส่่วนปาก โดยใช้้โครงข่่ายประสาทเทีียม

แบบคอนโวลููชั่่ �นตามโครงสร้้างของ LeNet-5  [24] 

แสดงดังัภาพที่่� 5 ซึ่่�งได้้ค่่าความถูกูต้้องของแบบจำำ�ลองอยู่่�ที่่�

ร้้อยละ 95.89

	จ ากภาพที่่� 5 แสดงโครงสร้้าง CNN ของ LeNet-5 

ประกอบด้้วย คอนโวลููชั่่ �นเลเยอร์์ จำำ�นวน 2 ลำำ�ดัับชั้้ �น 

พูลูิ่่�งเลเยอร์ ์ จำำ�นวน 2 ลำำ�ดับัชั้้ �น ฟููลลี่่�คอนเนคเต็ด็เลเยอร์ ์

จำำ�นวน 2 ลำำ�ดับัชั้้ �น 

	 Ho [25] นำำ�เสนอการพัฒันาแบบจำำ�ลองโครงข่่ายประสาทเทียีม

แบบคอนโวลููชั่่ �น สำำ�หรัับรู้้�จํําการแสดงอารมณ์์ออก

ทางใบหน้้า 6 ประเภทอารมณ์์ โดยใช้้ชุุดข้อ้มูลู FER2013 
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ในการฝึึกสอน เรียีกแบบจำำ�ลองนี้้�ว่่า Mememoji มีจีุุดเด่่น

ตรงที่่�ใช้้จำำ�นวนเคอร์์เนล (Kernel) ในแต่่ละลำำ�ดัับชั้้ �น

ของการคอนโวลููชั่่ �นมากขึ้้�นเป็็นทวีคีููณแสดงดังัภาพที่่� 6 

ซึ่่�งค่่าความถูกูต้้องของแบบจำำ�ลอง Mememoji นี้้�อยู่่�ที่่�ร้้อยละ 58

	จ ากภาพที่่� 6 แสดงโครงสร้้าง CNN ของ Mememoji 
ประกอบด้้วยคอนโวลููชั่่ �นเลเยอร์์ จำำ�นวน 9 ลำำ�ดัับชั้้ �น 

โดยมีเีคอร์เ์นล จำำ�นวน 32, 64 และ 128 ต่่อการคอนโวลูชูั่่ �น 

พูลูิ่่�งเลเยอร์ ์จำำ�นวน 3 ลำำ�ดับัชั้้ �น พูลูิ่่�งแบบค่่าที่่�สูงูสุุด ฟููลลี่่�

คอนเนคเต็ด็เลเยอร์ ์จำำ�นวน 2 ลำำ�ดับัชั้้ �น 

	 Ozbulak และคณะ [26] นำำ�เสนอการพัฒันาแบบจำำ�ลอง

โครงข่่ายประสาทเทีียมแบบคอนโวลููชั่่ �น สำำ�หรัับรู้้�จํํา

การแสดงอารมณ์์ออกทางใบหน้้า 7 ประเภทอารมณ์์ 

โดยใช้้ชุุดข้อ้มูลู FER2013 ในการฝึึกสอน เรียีกแบบจำำ�ลองว่่า 

3CNNs แสดงดังัภาพที่่� 7 จุุดเด่่นของ 3CNNs คืือการเพิ่่�มเทคนิค

การละทิ้้�ง (Dropout) เข้า้สู่่�ลำำ�ดับัชั้้ �นของโครงข่่ายประสาทเทียีม

แบบคอนโวลููชั่่ �น เพื่่�อสุ่่�มละทิ้้�งการเชื่่�อมต่่อกันัของโหนด

ภายในโครงข่่ายประสาทเทียีมแบบคอนโวลููชั่่ �นตามอัตัรา

การสุ่่�มที่่�ต้้องการ

	 จากภาพที่่� 7 แสดงโครงสร้้าง CNN ของ 3CNNs ประกอบด้ว้ย

คอนโวลูชูั่่ �นเลเยอร์ ์จำำ�นวน 3 ลำำ�ดับัชั้้ �น ซึ่่�งในแต่่ละลำำ�ดับัชั้้ �น

ภาพท่ี่ � 5 โครงสร้า้ง CNN ของ LeNet-5 [24] ภาพท่ี่ � 6 โครงสร้า้ง CNN ของ Mememoji [25] 

ภาพท่ี่ � 7 โครงสร้า้ง CNN ของ 3CNNs [26] 
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จะมีจีำำ�นวนของเคอร์เ์นลที่่�เท่่ากันัอยู่่�ที่่� 48 เคอร์เ์นล พูลูิ่่�งเลเยอร์ ์

จำำ�นวน 3 ลำำ�ดับัชั้้ �นแบบค่่าที่่�สูงูสุุด โครงสร้้างของ 3CNNs 

ได้้เพิ่่�มส่่วนของการละทิ้้�ง จำำ�นวน 3 ลำำ�ดับัชั้้ �น ซึ่่�งตัวัเลข

ในทศนิยมจะแสดงถึงึอัตัราในการละทิ้้�งที่่�เกิดิขึ้้�น เช่่น 0.5 

หมายถึงึโอกาสในการสุ่่�มละทิ้้�งการเชื่่�อมต่่อของโหนดภายใน

โครงข่่ายประสาทเทีียมแบบคอนโวลููชั่่ �นอยู่่�ที่่�ร้้อยละ 50 

จากจำำ�นวนโหนดทั้้ �งหมดของลำำ�ดับัชั้้ �น 

	 พนเมษ และคณะ [15] ได้เ้ปรียีบเทียีบโครงสร้้างของ

แบบจำำ�ลองที่่�พัฒันาขึ้้�นจากโครงข่่ายประสาทเทียีมแบบ

คอนโวลูชูั่่ �น สำำ�หรับัการรู้้�จำำ�การแสดงอารมณ์์ออกทางใบหน้้า

ใน 3 กลุ่่�มทางอารมณ์์ ได้แ้ก่่ อารมณ์์เชิงิลบ อารมณ์์ปกติ ิ

และอารมณ์์เชิงิบวก ด้ว้ยชุุดข้อ้มูลูที่่�ผ่่านการเปลี่่�ยนแปลง 

18 รูปูแบบ พบว่่าโครงสร้้างแบบจำำ�ลอง 3CNNs ร่่วมกับัชุุดข้อ้มูลู

รููปแบบ Alignment with Flip มีีค่่าความถููกต้้องของ

แบบจำำ�ลองสูงูที่่�สุุด อยู่่�ที่่�ร้้อยละ 82.41 

3.  วิิธีีดำำ�เนิินการวิิจัยั 

	 งานวิจิัยันี้้�นำำ�เสนอแนวทางในการพัฒันาและเปรียีบเทียีบ

รูปูแบบการรู้้�จำำ�การแสดงอารมณ์์ออกทางใบหน้้า โดยมุ่่�งเน้้น

การพัฒันาแบบจำำ�ลองจากชุุดข้อ้มููลภาพภาพซีกีซ้้ายและ

ภาพซีีกขวา ซึ่่�งจำำ�แนกออกเป็็น 3 กลุ่่�มทางอารมณ์์ 

ได้้แก่่ อารมณ์์เชิงิลบ อารมณ์์ปกติ ิ และอารมณ์์เชิงิบวก 

เพื่่�อให้เ้กิดิความเหมาะสมต่่อการวิเิคราะห์อ์ารมณ์์ของผู้้�เรียีน

ขณะทำำ�การเรียีนการสอนแบบออนไลน์์ ขั้้ �นตอนการดำำ�เนิิน

การวิจิัยัมีดีังัต่่อไปนี้้�

	 3.1 Image Preparation

	 งานวิจิัยันี้้�ได้เ้ลืือกใช้้ชุุดข้อ้มูลูภาพถ่่ายใบหน้้า FER2013 [17] 

ซึ่่�งผ่่านกระบวนการปรับัปรุุงชุุดข้้อมููลภาพถ่่ายใบหน้้า

ตามรูปูแบบของ พนเมษ และคณะ [15] แบบ 5 ขั้้ �นตอน 

ส่่งผลให้้ได้้ชุุดข้อ้มููลภาพที่่�พร้้อมนำำ�ไปใช้้สำำ�หรับัฝึึกสอน 

จำำ�นวน 13,786 ภาพ และชุุดข้อ้มููลภาพสำำ�หรับัทดสอบ 

จำำ�นวน 3,082 ภาพ

	 3.2 Image Transformations

	ชุุด ข้้อมููลภาพสำำ�หรัับ ฝึึกสอนและชุุดข้้อมููลภาพ

สำำ�หรับัทดสอบที่่�ได้้ จะถููกนำำ�มาจัดัตำำ�แหน่่งของใบหน้้า

ให้อ้ยู่่�ในแนวตรงด้ว้ยการหมุุนภาพใบหน้้า ซึ่่�งใช้้ตำำ�แหน่่ง

ของดวงตาเป็็นแนวอ้้างอิงิให้เ้กิดิความเป็็นระนาบมากที่่�สุุด 

การค้้นหาตำำ�แหน่่งของดวงตาใช้้การค้้นหาอวัยัวะที่่�สำำ�คัญั

บนใบหน้้าแบบ 300-W [27] ซึ่่�งมีจีุุดรอบอวัยัวะบนใบหน้้า

แบบ 68 จุุด ผู้้�วิจิัยัได้้ทำำ�การบันัทึกึข้อ้มููลจุุดตำำ�แหน่่งไว้้

สำำ�หรับัตรวจสอบมุุมมองของใบหน้้า เมื่่�อใบหน้้าถูกูจัดัตำำ�แหน่่ง

ให้อ้ยู่่�ในมุุมมองที่่�เหมาะสมแล้้ว ทางผู้้�วิจิัยัได้้ทำำ�การเปลี่่�ยนแปลง

รููปแบบของชุุดข้้อมููลสำำ�หรัับนำำ�ไปพััฒนาแบบจำำ�ลอง

ออกเป็็น 4 รูปูแบบ ได้แ้ก่่ ชุุดข้อ้มูลูภาพสำำ�หรับัฝึึกสอนซีกีซ้้าย 

ชุุดข้อ้มูลูภาพสำำ�หรับัฝึึกสอนซีกีขวา ชุุดข้อ้มูลูภาพสำำ�หรับั

ทดสอบซีีกซ้้ายและชุุดข้อ้มููลภาพสำำ�หรับัทดสอบซีีกขวา 

ซึ่่�งใช้้พิกิเซลกึ่่�งกลางจากแนวแกน X เป็็นจุุดตัดัแบ่่งของภาพ 

แสดงดังัภาพที่่� 8

ภาพท่ี่ � 8 การเปลี่่ �ยนแปลงชุดุข้อ้มูลูภาพ

	จ ากภาพที่่� 8 แสดงการเปลี่่�ยนแปลงรููปแบบของ

ชุุดข้อ้มููลภาพ (a) แสดงถึึงชุุดข้อ้มููลภาพแบบ Original 

ขนาด 48 x 48 พิกิเซล (b) แสดงถึงึชุุดข้อ้มูลูภาพที่่�ผ่่านการ 

Alignment จากการค้้นหาอวัยัวะที่่�สำำ�คัญับนใบหน้้าแบบ 

300-W (c) แสดงการตัดัแบ่่งชุุดข้อ้มูลูภาพออกเป็็นซีกีซ้้าย 

โดยใช้้จุุดกึ่่�งกลางในแนวแกน X เป็็นตำำ�แหน่่งอ้้างอิิง

ในการแบ่่งภาพ มีขีนาดภาพอยู่่�ที่่� 24 x 48 พิกิเซล (d) แสดง

การตัดัแบ่่งชุุดข้อ้มูลูภาพซีกีขวา ซึ่่�งเป็็นภาพส่่วนที่่�คงเหลืือ

จากชุุดข้อ้มูลูภาพซีกีซ้้าย มีขีนาดภาพอยู่่�ที่่� 24 x 48 พิกิเซล 

	 3.3 Feature Extraction และ Model Building

	 การสกัดัคุุณลักัษณะ (Feature Extraction) ในรูปูแบบลักัษณะ
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ปรากฏเป็็นฐานถููกรวมอยู่่�ภายในโครงสร้้างของโครงข่่าย

ประสาทเทียีมแบบคอนโวลููชั่่ �น โดยคุุณลักัษณะที่่�เกิดิขึ้้�น

จะเปลี่่�ยนแปลงไปตามการกำำ�หนดเคอร์เ์นลในแต่ล่ะลำำ�ดับัชั้้ �น 

ในการพัฒันาแบบจำำ�ลองเน่ื่�องด้ว้ยชุุดข้อ้มูลูภาพเป็็นภาพที่่�ถูกูตัดั

แบ่่งออกเป็็นภาพซีกีซ้้ายและภาพซีกีขวาซึ่่�งด้า้นของพิกิเซล

มีขีนาดที่่�ไม่่เท่่ากันัจึงึไม่่สามารถนำำ�แบบจำำ�ลอง Pre-trained 

Models ซึ่่�งมีกีารเรียีกใช้้ค่่าน้ำำ��หนักัที่่�ผ่่านการฝึึกสอนมาแล้้ว

จาก ImageNet ในการถ่่ายโอนการเรียีนรู้้� (Transfer Learning) 

มาพัฒันาได้ ้ งานวิจิัยันี้้�จึงึได้ใ้ช้้การฝึึกสอนแบบจำำ�ลองใหม่่ 

โดยแบ่่งการพัฒันาแบบจำำ�ลองด้ว้ยโครงข่่ายประสาทเทียีม

แบบคอนโวลูชูั่่ �นออกเป็็น 2 ขั้้ �นตอน แสดงรายละเอียีดดังัข้อ้ที่่� 

3.3.1 และ 3.3.2

		  3.3.1 เปรียีบเทียีบแบบจำำ�ลองที่่�เหมาะสมสำำ�หรับั

ชุุดข้อ้มูลูภาพซีกีซ้้ายและชุุดข้อ้มูลูภาพซีกีขวา ผู้้�วิจิัยัได้้พัฒันา

แบบจำำ�ลองโดยการนำำ�โครงข่่ายประสาทเทียีมแบบคอนโวลูชูั่่ �น 

ซึ่่�งมีโีครงสร้้างที่่�แตกต่่างกันั 3 รูปูแบบ ได้แ้ก่่ LeNet-5 [24] 

Mememoji [25] และ 3CNNs [26] นำำ�มาจับัคู่่�สลับัการฝึึกสอน

กับัชุุดข้อ้มูลูภาพซีกีซ้้ายและภาพซีกีขวา เพื่่�อค้้นหาแบบจำำ�ลอง

ที่่�มีคี่่าความถููกต้้องมากที่่�สุุดสำำ�หรับัชุุดข้อ้มููลภาพซีกีซ้้าย

และซีกีขวา ในการรู้้�จํําการแสดงอารมณ์์ออกทางใบหน้้า 

แสดงดังัภาพที่่� 9

	จ ากภาพที่่� 9 แบบจำำ�ลองที่่�ผ่่านการพัฒันาและเปรียีบเทียีบ

ในงานวิิจัยันี้้�  มีีลำำ�ดับัขั้้ �นตอนในการพัฒันาที่่�เหมืือนกันั 

แต่่จะแตกต่า่งกันัที่่�ชุุดข้อ้มูลูที่่�นำำ�มาทำำ�การฝึึกสอนและทดสอบ 

รวมถึงึโครงสร้้างของโครงข่่ายประสาทเทียีมแบบคอนโวลูชูั่่ �นที่่�

นำำ�มาพัฒันา อธิิบายรายละเอีียดในแต่่ละขั้้ �นตอนดัังนี้้� 

1) การฝึึกสอนและทดสอบในแต่่ละแบบจำำ�ลอง จะใช้้ชุุดข้อ้มูลูภาพ

ที่่�จัดัอยู่่�ในรููปแบบเดียีวกันั อาทิเิช่่น หากชุุดข้อ้มููลภาพ

สำำ�หรับัฝึึกสอนเป็็นภาพซีกีซ้้าย ก็จ็ะถูกูทดสอบด้ว้ยชุุดข้อ้มูลู

ภาพสำำ�หรับัทดสอบซีกีซ้้ายเช่่นกันั 2) ชุุดข้อ้มูลูภาพทั้้ �งสอง

จะถููกนำำ�มาแปลงค่่าให้เ้ป็็นทศนิยมในช่่วงระหว่่าง 0 ถึงึ 1 

(Normalize 0-1) จากเดิิมภาพในชุุดข้้อมููล FER2013 

เป็็นภาพระดับัความเข้ม้สีเีทา ซึ่่�งมีคี่่าในแต่่พิกิเซลอยู่่�ระหว่่าง 

0 ถึงึ 255 การแปลงค่่าให้เ้ป็็นทศนิยมในช่่วงระหว่่าง 0 ถึงึ 1 

จะช่่วยให้ก้ารคำำ�นวณในส่่วนของโครงข่่ายประสาทเทียีม

แบบคอนโวลูชูั่่ �นทำำ�ได้ร้วดเร็ว็มากยิ่่�งขึ้้�น 3) การเปลี่่�ยนแปลงคลาส 

(Class) ให้เ้ป็็นรูปูแบบ One Hot Encoding จากเดิมิกำำ�หนดคลาส

ตามจำำ�นวนกลุ่่�มทางอารมณ์์ ได้แ้ก่่ อารมณ์์เชิงิลบ แทนด้ว้ย

ตัวัเลข 0 อารมณ์์ปกติ ิแทนด้ว้ยตัวัเลข 1 และอารมณ์์เชิงิบวก

แทนด้ว้ยตัวัเลข 2 เมื่่�อมีกีารเปลี่่�ยนแปลงคลาส ส่่งผลให้้

คลาสจะถููกจัดัเรียีงในรูปูแบบ Categorical Data ซึ่่�งตัวัเลข

ของคลาสจะถูกูแทนด้ว้ย Index ของตำำ�แหน่่งแทน 4) ในขั้้ �นตอนนี้้�

จะเป็็นการนำำ�ชุุดข้อ้มููลภาพสำำ�หรับัฝึึกสอนเข้า้สู่่�โครงข่่าย

ประสาทเทียีมแบบคอนโวลูชูั่่ �น โดยมีกีารปรับัเปลี่่�ยนขนาด

ในการนำำ�เข้า้ข้อ้มูลูภาพ (Input Shape) แตกต่่างไปจากข้อ้ที่่� 2.3 

เน่ื่�องจากชุุดข้อ้มููลภาพถููกแบ่่งออกเป็็นภาพซีีกซ้้ายและ

ภาพซีกีขวาทำำ�ให้้ขนาดของภาพเหลืือแค่่ 24 x 48 พิกิเซล

ในการนำำ�เข้า้ข้อ้มูลู ในส่่วนของการกำำ�หนดค่่าสำำ�หรับัการฝึึกสอน

แบบจำำ�ลองโครงข่่ายประสาทเทียีม ได้้กำำ�หนดจำำ�นวนรอบ

การฝึึกสอนสูงูสุุดไว้้ที่่� 1,000 Epoch โดยเลืือกใช้้ Optimizers 

แบบ Adamax ซึ่่�งเปรีียบเทีียบกัับ SGD แล้้วพบว่่ามีี

ประสิทิธิภิาพที่่�ดีกีว่่า กำำ�หนด Loss Function แบบ Cross Entropy 

เน่ื่�องจากคลาสอยู่่�ในรูปูแบบ One Hot Encoding จากการ

เปรียีบเทียีบกับั Hinge Losses พบว่่าให้้ผลลัพัธ์์ที่่�ดีกีว่่า 

โดยในแต่่ละ Epoch จะทำำ�การ Validation แบบ Self-Test 

โดยมี ี Batch Size ที่่�ขนาด 32 5) แบบจำำ�ลองทั้้ �ง 6 ได้แ้ก่่ 

LeNet-5 with Half-Left, LeNet-5 with Half-Right, Mememoji 

with Half-Left, Mememoji with Half-Right 3CNNs with 

Half-Left และ 3CNNs with Half- Right จะถูกูนำำ�มาประเมินิ

ผลโดยใช้้การวัดัค่่าความถูกูต้้อง (Accuracy) ค่่าความแม่่นยำำ� 

(Precision) ค่่าความครบถ้้วน (Recall) และค่่าประสิทิธิภิาพ

โดยรวม (F-measure) แสดงรายละเอียีดในข้อ้ที่่� 4.1 ภาพท่ี่ � 9 การพัฒันาแบบจำำ�ลองสำำ�หรับัเปรียีบเทียีบ 
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		  3.3.2 ผสานแบบจำำ�ลอง (Blended Model) สำำ�หรับั

การทำำ�นาย จากการเปรียีบเทียีบแบบจำำ�ลองจากข้อ้ที่่� 3.3.1 

พบว่่า แบบจำำ�ลอง 3CNNs with Half-Left และแบบจำำ�ลอง 

Mememoji with Half-Right มีคี่่าความถููกต้้องมากที่่�สุุด

สำำ�หรับัชุุดข้อ้มูลูภาพซีกีซ้้ายและซีกีขวา โดยทั้้ �งสองแบบจำำ�ลอง

มีปีระสิทิธิภิาพสูงูเพียีงพอต่่อการรู้้�จำำ�การแสดงอารมณ์์ออก

ทางใบหน้้า ซึ่่�งอาจเลืือกใช้้เพียีงแบบจำำ�ลองใดแบบจำำ�ลองหนึ่่�ง 

แต่่หากจะนำำ�ไปประเมินิผลการเรียีนรู้้�ของผู้้�เรียีนด้า้นจิติพิสิัยั

ขณะจัดัการเรียีนการสอนแบบออนไลน์์ ภาพถ่่ายใบหน้้า

ที่่�นำำ�เข้า้สู่่�แบบจำำ�ลองอาจไม่่ได้้อยู่่�ในมุุมมองตรงเสมอไป 

อาจมีกีารหันัข้า้งใบหน้้าเข้า้หากล้้อง ทางผู้้�วิจิัยัจึงึมีแีนวคิดิ

ในการนำำ�แบบจำำ�ลองทั้้ �งสองผสานเข้้าด้้วยกััน เรีียกว่่า 

Blended Model โดยเพิ่่�มขั้้ �นตอนที่่�จะทำำ�หน้้าที่่�ในการคัดัเลืือก

ภาพนำำ�เข้า้ให้เ้หมาะสมสำำ�หรับัเข้า้สู่่�แบบจำำ�ลอง 3CNNs with 

Half-Left หรืือ Mememoji with Half-Right ซึ่่�งใช้้หลักัการ

พิจิารณาจากจุุดรอบอวัยัวะบนใบหน้้าของ 300-W [27] 

ที่่�ได้ม้าจากการ Alignment ภาพถ่่ายใบหน้้าในข้อ้ที่่� 3.2 ขั้้ �นตอน

ในการ Blended Model แสดงดังัภาพที่่� 10

	จ ากภาพที่่� 10 แสดงขั้้ �นตอนการ Blended Model 

สำำ�หรับัการทำำ�นาย ในเบื้้�องต้้นจำำ�เป็็นจะต้้องจัดัเตรียีมรูปูแบบ

ของภาพที่่�นำำ�เข้า้ ให้เ้ป็็นไปตามข้อ้ที่่� 3.2 หลังัจากภาพถ่่าย

ใบหน้้าถููกแบ่่งออกเป็็นซีกีซ้้ายและซีกีขวาจะเข้า้สู่่�ขั้้  �นตอน

ที่่�สำำ�คัญัในการคัดัเลืือกภาพที่่�มีคีุุณลักัษณะที่่�เหมาะสมกับั

แบบจำำ�ลอง 3CNNs with Half-Left หรืือ Mememoji with 

Half-Right จากการศึกึษาของ Kuramoto [28] ได้้นำำ�หลักัการของ 

Electromyogram นำำ�มาตรวจวัดัคลื่่�นไฟฟ้้าด้ว้ย Electrodes 

ที่่�เกิดิขึ้้�นจากการเคลื่่�อนที่่�ของกล้้ามเนื้้�อใต้้ใบหน้้าในตำำ�แหน่่งต่า่ง ๆ 

ขณะเกิดิการแสดงอารมณ์์ออกทางใบหน้้า พบว่่าตำำ�แหน่่ง

ในการตรวจวัดัคลื่่�นไฟฟ้้าที่่�ใกล้้กับัขมับัซ้้าย (E14) ขมับัขวา (E13) 
และสันัจมูกู (E19) มีกีารเปลี่่�ยนแปลงของคลื่่�นไฟฟ้้าน้้อย 

แสดงให้เ้ห็น็ถึงึผลกระทบที่่�ค่่อนข้า้งน้้อยต่อ่การแสดงอารมณ์์

ออกทางใบหน้้า ผู้้�วิิจัยัจึึงเลืือกใช้้ผลการศึึกษาดังักล่่าว 

ในการคัดัเลืือกภาพที่่�มีคีุุณลักัษณะที่่�เหมาะสมสำำ�หรับัแบบจำำ�ลอง 

โดยพิจิารณาจากการคำำ�นวณหาระยะห่่างแบบ Euclidean Distance 

ระหว่่างจุุดที่่� 1 กับัจุุดที่่� 28 เปรียีบเทียีบกับัระยะห่่างระหว่่าง

จุุดที่่� 28 กับัจุุดที่่� 17 (ระยะห่่างระหว่่างขมับัซ้้ายและขมับัขวา 

เทียีบกับัสันัจมูกู) แสดงดังัภาพที่่� 11 ซึ่่�งจุุดที่่�นำำ�มาพิจิารณา

นอกจากจะเกิดิการเปลี่่�ยนแปลงตามการแสดงอารมณ์์ออก

ทางใบหน้้าที่่�ค่่อนข้้างน้้อย ยังัสามารถแสดงให้้เห็็นถึึง

มุุมของใบหน้้าได้อ้ย่่างชัดัเจน 

ภาพท่ี่ � 11 การคำำ�นวณระยะห่า่งระหว่า่งจุดุ

	จ ากภาพที่่� 11 แสดงการคำำ�นวณหาระยะห่่าง โดยนำำ�ระยะห่่าง

ของจุุดที่่� 1 กับัจุุดที่่� 28 มาเปรียีบเทียีบกับัระยะห่่างของจุุดที่่� 28 

กับัจุุดที่่� 17 ภายในภาพจะสังัเกตุุได้้ว่่าระยะห่่างของ d1 

มีีมากกว่่า d2  ซึ่่�งหมายความว่่าภาพถ่่ายใบหน้้านี้้� 

มีีพื้้�นที่่�ของใบหน้้าในภาพซีีกซ้้ายมากกว่่าภาพซีีกขวา 

ภาพซีกีซ้้ายจึงึเหมาะจะนำำ�เข้า้สู่่�แบบจำำ�ลอง 3CNNs with 

Half-Left ในทางกลับักันัหากจุุดที่่� 28 กับัจุุดที่่� 17 มีรีะยะห่่างภาพท่ี่ � 10 ขั้้ �นตอนการ Blended Model
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	 โดย Macro Recall (MR)  คืือ  ค่่าเฉลี่่�ยร้้อยละของ

					              ค่่าความครบถ้้วน

	 การหาค่่าประสิทิธิภิาพโดยรวมเป็็นดังัสมการที่่� (6)

 	 โดย Macro F-measure (MF) คืือ ร้้อยละของค่่าประสิทิธิภิาพ 

					             โดยรวม

	 4.1 ผลการเปรีียบเทีียบประสิิทธิิภาพของแบบจำำ�ลอง

ที่่�เหมาะสมสำำ�หรับัชุดุข้้อมูลูภาพซีีกซ้้ายและซีีกขวา

	 การเปรียีบเทียีบประสิทิธิภิาพในการพัฒันาแบบจำำ�ลอง

ด้้วยโครงข่่ายประสาทเทียีมแบบคอนโวลููชั่่ �นสำำ�หรับัรู้้�จำำ�

การแสดงอารมณ์์ออกทางใบหน้้าจำำ�นวน 6 แบบจำำ�ลอง ได้แ้ก่่ 

LeNet-5 with Half-Left, LeNet-5 with Half-Right, Mememoji 

with Half-Left, Mememoji with Half-Right, 3CNNs with 

Half-Left, 3CNNs with Half- Right แสดงดังัตารางที่่� 1 

ตารางท่ี่ � 1 ผลการเปรียีบเทียีบแบบจำำ�ลอง

	จ ากตารางที่่� 1 แสดงผลลััพธ์์ของการเปรีียบเทีียบ

ประสิทิธิภิาพในการพัฒันาแบบจำำ�ลองด้ว้ยโครงข่่ายประสาทเทียีม

แบบคอนโวลูชูั่่ �น พบว่่าแบบจำำ�ลองที่่�มีปีระสิทิธิภิาพสูงูที่่�สุุด

เมื่่�อทำำ�การทดสอบกัับชุุดข้้อมููลภาพซีีกซ้้าย ได้้แก่่

แบบจำำ�ลอง 3CNNs with Half-Left ซึ่่�งมีคี่่าความถููกต้้อง

อยู่่�ที่่�ร้้อยละ 81.24 โดยมี ีค่่าเฉลี่่�ยร้้อยละของค่่าความแม่่นยำำ�

อยู่่�ที่่� 81.21 ค่่าเฉลี่่�ยร้้อยละของค่่าความครบถ้้วนอยู่่�ที่่� 81.03 

ค่่าประสิทิธิภิาพโดยรวมอยู่่�ที่่�ร้้อยละ 81.06 และแบบจำำ�ลอง

ที่่�มีปีระสิทิธิภิาพสูงูที่่�สุุดเมื่่�อทำำ�การทดสอบกับัชุุดข้อ้มูลูภาพ

ซีีกขวา ได้้แก่่แบบจำำ�ลอง Mememoji with Half-Right 

ซึ่่�งมีคี่่าความถูกูต้้องอยู่่�ที่่�ร้้อยละ 81.69 โดยมี ีค่่าเฉลี่่�ยร้้อยละ

ของค่่าความแม่่นยำำ�อยู่่�ที่่� 81.47 ค่่าเฉลี่่�ยร้้อยละของ

ค่่าความครบถ้้วนอยู่่�ที่่� 81.50 ค่่าประสิทิธิภิาพโดยรวมอยู่่�ที่่�

ร้้อยละ 81.44

ที่่�มากกว่่า ภาพซีกีขวาก็เ็หมาะสมต่่อการนำำ�เข้า้สู่่�แบบจำำ�ลอง 

Mememoji with Half-Right เช่่นเดียีวกันั

4.  ผลการดำำ�เนิินงาน 

	ผู้้ �วิจิัยัได้้มุ่่�งเน้้นการเปรียีบเทียีบประสิทิธิภิาพกับัแบบจำำ�ลอง 

3 CNNs Alignment with Flip ของ พนเมษ และคณะ [15] 

เน่ื่�องจากมีกีารใช้้ชุุดข้อ้มูลูภาพสำำ�หรับัฝึึกสอนและทดสอบ

ที่่�ตรงกันั แบบจำำ�ลองจะถููกประเมินิผล โดยใช้้การวัดัค่่า

ความถููกต้้อง (Accuracy) ค่่าความแม่่นยำำ� (Precision) 

ค่่าความครบถ้้วน (Recall) และค่่าประสิทิธิภิาพโดยรวม 

(F-measure) 

	 การวัดัค่่าความถูกูต้้องเป็็นดังัสมการที่่� (1)

	 โดย Accuracy  คืือ  ร้้อยละของค่่าความถูกูต้้อง

		   TP		    คืือ  True Positive

		   TN		    คืือ  True Negative

		   FP		    คืือ  False Positive

		   FN		    คืือ  False Negative

	 การหาค่่าความแม่่นยำำ�เป็็นดังัสมการที่่� (2)

	 โดย Recall   คืือ  ร้้อยละของค่่าความครบถ้้วน

	 การหาค่่าฉลี่่�ยความแม่่นยำำ�เป็็นดังัสมการที่่� (4)

	 โดย Precision  คืือ  ร้้อยละของค่่าความแม่่นยำำ�

	 การหาค่่าความครบถ้้วนเป็็นดังัสมการที่่� (3) 

	 โดย Macro Precision (MP) คืือ ค่่าเฉลี่่�ยร้้อยละ

						ข      องค่่าความแม่่นยำำ�

	 การหาค่่าฉลี่่�ยความครบถ้้วนเป็็นดังัสมการที่่� (5)

Models Acc 
%

MP 
% MR% MF% Epoch

LeNet-5 with Half-Left 73.06 72.42 72.65 72.33 852

LeNet-5 with Half-Right 77.31 76.92 76.99 76.72 841

Mememoji with Half-Left 80.20 80.11 80.01 80.03 112

Mememoji with Half-Right 81.69 81.47 81.50 81.44 117

3CNNs with Half-Left 81.24 81.21 81.03 81.06 943

3CNNs with Half- Right 80.43 80.40 80.12 79.99 970
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	 4.2 ผลการประเมิินประสิิทธิิภาพของ Blended Model

	 เพื่่�อให้ท้ราบถึงึประสิทิธิภิาพของการ Blended Model 

ผู้้�วิจิัยัได้แ้บ่่งการประเมินิออกเป็็น 2 ส่่วนดังันี้้� 

		  4.2.1 ประเมินิประสิทิธิภิาพของ Blended Model 

ด้ว้ยชุุดข้อ้มูลูภาพสำำ�หรับัทดสอบ ภาพถ่่ายใบหน้้าแต่ล่ะภาพ

ภายในชุุดข้อ้มูลูสำำ�หรับัทดสอบ จะถูกูคัดัเลืือกให้เ้หมาะสม 

ในการนำำ�เข้า้สู่่�แบบจำำ�ลองซีกีซ้้าย (3CNNs with Half-Left) 

หรืือแบบจำำ�ลองซีีกขวา (Mememoji with Half-Right) 

ส่่งผลให้้จำำ�นวนภาพที่่�เข้า้สู่่�แต่ล่ะแบบจำำ�ลองมีจีำำ�นวนไม่่เท่่ากันั 

ซึ่่�งผู้้�วิิจั ัยได้้แสดงผลการประเมิินแยกตามแบบจำำ�ลอง

เพื่่�อให้เ้ห็น็ถึงึประสิทิธิภิาพ ดังัตารางที่่� 2 

ตารางท่ี่ � 2 ผลลัพัธ์ข์อง Blended Model

	จ ากตารางที่่� 2 แสดงผลลัพัธ์ก์ารประเมินิของ Blended 

Model จากภาพถ่่ายใบหน้้าจำำ�นวน 3,082 ภาพ จากชุุดข้อ้มูลู

ภาพสำำ�หรับัทดสอบ ระบบได้้คัดัเลืือกภาพเพื่่�อนำำ�เข้า้สู่่�การ

ทดสอบด้ว้ยแบบจำำ�ลองซีกีซ้้าย (Blended Model: Half-Left) 

จำำ�นวน 1,588 ภาพ ซึ่่�งมีจีำำ�นวนภาพที่่�ทดสอบถูกูต้้องอยู่่�ที่่� 

1,308 ภาพ มีคี่่าความถูกูต้้องอยู่่�ที่่�ร้้อยละ 82.37 และระบบได้้

คัดัเลืือกภาพเพื่่�อนำำ�เข้า้สู่่�การทดสอบด้ว้ยแบบจำำ�ลองซีกีขวา 

(Blended Model: Half-Right) จำำ�นวน 1,494 ภาพ มีจีำำ�นวน

ภาพที่่�ทดสอบถูกูต้้องอยู่่�ที่่� 1,243 ภาพ มีคี่่าความถูกูต้้องอยู่่�

ที่่�ร้้อยละ 83.20 จากค่่าความถููกต้้องของทั้้ �งสองแบบ

จำำ�ลอง ส่่งผลให้้ค่่าความถููกต้้องโดยรวมของ Blended 

Model อยู่่�ที่่�ร้้อยละ 82.77 โดยมีีค่่าเฉลี่่�ยร้้อยละของค่่า

ความแม่่นยำำ�อยู่่�ที่่� 82.57 ค่่าเฉลี่่�ยร้้อยละของค่่าความครบ

ถ้้วนอยู่่�ที่่� 82.57 ค่่าเฉลี่่�ยร้้อยละของค่่าประสิทิธิภิาพโดยรวม

อยู่่�ที่่� 82.54 หากเมื่่�อนำำ�มาเปรียีบเทียีบกับัแบบจำำ�ลอง 3CNNs 

Alignment with Flip [15] พบว่่าแบบจำำ�ลอง Blended Model 

มีคี่่าความถูกูต้้องที่่�สูงูกว่่า

Models Acc% MP% MR% MF%

Blended Model: Half-Left 82.37 82.23 82.15 82.16

Blended Model: Half-Right 83.20 82.97 83.01 82.95

Blended Model: All 82.77 82.57 82.57 82.54

3CNNs Alignment with 
Flip [15] 82.41 82.92 82.00 81.77

		  4.2.2 ประเมินิประสิทิธิภิาพด้า้นเวลาในการประมวลผล 

นอกจากค่่าความถูกูต้้องที่่�ดีแีล้้วเวลาที่่�ใช้้ในการประมวลผล

ก็เ็ป็็นสิ่่�งสำำ�คัญั ในการเปรียีบเทียีบด้า้นเวลาจะอยู่่�บนพื้้�นฐาน

ของอุุปกรณ์์เดียีวกันัซึ่่�งมีคีุุณสมบัตัิ ิดังันี้้� CPU Intel Core i7 

7700k, GPU Nvidia GeForce GTX 1070, Ram 64GB Bus 3200, 

SSD M.2 512GB ซึ่่�งชุุดข้อ้มูลูภาพสำำ�หรับัทดสอบกับั Blended 

Model จะถูกูโหลดรอไว้้บน Memory ด้ว้ยภาษาโปรแกรม 

Python 3.8 ร่่วมกับั Keras 2.4 แบบ GPU ตำำ�แหน่่งในการจับัเวลา 

แสดงดังัภาพที่่� 12

ภาพท่ี่ � 12 ตำำ�แหน่่งในการจับัเวลา

	จ ากภาพที่่� 12 แสดงตำำ�แหน่่งในการจับัเวลา การจับัเวลา

จุุดเริ่่�มต้้นและจุุดสิ้้�นสุุดจะครอบคลุุมเฉพาะส่่วนที่่�แตกต่่างกันั 

โดยปกติแิบบจำำ�ลองจะมีคีวามแตกต่่างกันัเฉพาะส่่วนของ

โครงข่่ายประสาทเทีียมแบบคอนโวลููชั่่ �น แต่่เน่ื่�องจาก 

Blended Model มีกีารเพิ่่�มขั้้ �นตอนการตัดัแบ่่งข้อ้มููลภาพ

ออกเป็็นซีกีซ้้ายและซีกีขวา รวมถึงึขั้้ �นตอนการพิจิารณาภาพ

ให้้เหมาะสมสำำ�หรัับแบบจำำ�ลองซีีกซ้้ายหรืือซีีกขวา 

ซึ่่�งขั้้  �นตอนที่่�เพิ่่�มเติิมมานี้้�ล้้วนส่่งผลต่่อระยะเวลาทั้้ �งสิ้้�น 
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ผู้้�วิจิัยัจึงึได้้รวมขั้้ �นตอนดังักล่่าวไว้้อยู่่�ภายใต้้การจับัเวลา 

ก่่อนจะถึงึจุุดสิ้้�นสุุดการจับัเวลาเมื่่�อได้ผ้ลลัพัธ์ข์องการรู้้�จำำ�

การแสดงอารมณ์์ออกทางใบหน้้า

	จ ากรายละเอียีดข้า้งต้้นทำำ�ให้ท้ราบถึงึผลลัพัธ์ท์างเวลา

ซึ่่�งเป็็นค่่าเฉลี่่�ยจากการทดสอบจำำ�นวน 3 ครั้้ �ง โดยเวลาที่่�ได้้

ของ Blended Model อยู่่�ที่่� 0.268606 วินิาที ีเปรียีบเทียีบกับัแบบ

จำำ�ลอง 3CNNs Alignment with Flip [15] มีรีะยะเวลาในการ

ประมวลผลอยู่่�ที่่� 0.617918 วินิาที ีจากผลลัพัธ์ท์างเวลาที่่�เกิดิ

ขึ้้�นจะสังัเกตได้้ว่่า Blended Model ใช้้ระยะเวลาที่่�น้้อยกว่่าครึ่่�งใน

การประมวลผล 

5.  สรุปุ 

	 งานวิิจััยนี้้�นำำ�เสนอเทคนิคการรู้้�จำำ�การแสดงอารมณ์์

ออกทางใบหน้้าจากสมมติฐิานที่่�ว่่า หากตำำ�แหน่่งของอวัยัวะ

บนใบหน้้าของมนุุษย์์ใกล้้ความเป็็นสมมาตรโดยมีีจมููก

เป็็นกึ่่�งกลางจริงิ การใช้้ภาพถ่่ายที่่�มีเีพียีงซีีกใดซีีกหนึ่่�ง

ของใบหน้้าจะสามารถวิเิคราะห์์การรู้้�จำำ�การแสดงอารมณ์์

ออกทางใบหน้้าได้้ จากผลการทดลองทำำ�ให้้ทราบว่่า

สมมติฐิานที่่�ตั้้ �งไว้้เป็็นจริงิ พิสิูจูน์ได้้จากผลการเปรียีบเทียีบ

ประสิทิธิภิาพของแบบจำำ�ลองซึ่่�งใช้้ชุุดข้อ้มูลูภาพซีกีซ้้ายและ

ซีกีขวา ในการพัฒันาแบบจำำ�ลองด้ว้ยโครงข่่ายประสาทเทียีม

แบบคอนโวลููชั่่ �น ซึ่่�งแบบจำำ�ลอง 3CNNs with Half-Left มีี

ค่่าความถูกูต้้องมากที่่�สุุดอยู่่�ที่่� 81.24 สำำ�หรับัการจำำ�แนกชุุดข้อ้มูลู

ภาพซีกีซ้้ายและแบบจำำ�ลอง Mememoji with Half-Right 

มีคี่่าความถูกูต้้องมากที่่�สุุดอยู่่�ที่่� 81.69 สำำ�หรับัการจำำ�แนกชุุดข้อ้มูลู

ภาพซีกีขวา เมื่่�อนำำ�แบบจำำ�ลองที่่�มีปีระสิทิธิภิาพทั้้ �งสองผสาน

เข้า้ด้ว้ยกันั Blended Model สำำ�หรับัการทำำ�นายการแสดงอารมณ์์

ออกทางใบหน้้า โดยมีขีั้้  �นตอนในการพิจิารณาความเหมาะสม

ของภาพสำำ�หรับันำำ�เข้า้สู่่�แบบจำำ�ลองด้ว้ยการคำำ�นวณหาระยะห่่าง

ระหว่่างขมับัซ้้ายและขมับัขวาเทียีบกับัสันัจมูกู ผลปรากฏว่่า

สามารถเพิ่่�มความถููกต้้องในการรู้้�จำำ�การแสดงอารมณ์์

ออกทางใบหน้้าให้ม้ากยิ่่�งขึ้้�นได้ ้ซึ่่�งมีคี่่าความถูกูต้้องอยู่่�ที่่� 82.77 

และเนื่่�องด้ว้ยแบบจำำ�ลองใช้้ข้อ้มูลูในการประมวลผลเพียีงซีกี

เดียีว จึงึทำำ�ให้ร้ะยะเวลาในการคำำ�นวณลดลงเหลืือเพียีง 0.268606 

วินิาที ีจากชุุดข้อ้มูลูภาพสำำ�หรับัทดสอบจำำ�นวน 3,082 ภาพ

	 ข้อ้เสนอแนะ ผู้้�วิจิัยัได้ท้ดลองนำำ�จุุดรอบอวัยัวะบนใบหน้้า

ทั้้ �ง 68 จุุด มาพัฒันาเป็็นแบบจำำ�ลองสำำ�หรับัพิจิารณาภาพถ่่าย

ใบหน้้าให้เ้หมาะสมกับัแบบจำำ�ลองซีกีซ้้ายหรืือซีกีขวาด้ว้ย

เทคนิควิธิีกีารเรียีนรู้้�เชิงิลึกึ ซึ่่�งผลลัพัธ์ท์ี่่�ได้้มีปีระสิทิธิภิาพ

น้้อยกว่่าการวัดัระยะห่่างระหว่่างขมัับซ้้ายและขมัับขวา

เทีียบกัับสัันจมููกและยััง เ ป็็นการ เพิ่่�มภาร ะ ให้้กัับ

การประมวลผล ส่่งผลต่่อเวลาที่่�เพิ่่�มมากยิ่่�งขึ้้�น
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