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Abstract

	 The drought problem in Surin Province has become 

complex issue over the course of the last five years.  

Water level in reservoir is directly associated with drought. 

Therefore, understanding the root cause of the problem is of 

utmost importance. This research investigated which  

attributes were subject to drought in a reservoir called  

Huay Saneng and which machine learning regression models 

showed the best accuracy using data from the last 5 years; 

with 1,825 records derived from Royal Irrigation Department 

operation on Huay Saneng area. The research finding  

established that Decision tree regression showed satisfactory 

results with 94.7% reliability; better than Multiple linear 

regression, Polynomial regression, and Random forest  

regression. The use of four attributes consisting of date, 

evaporation, water levels and rain can assist to make  

prediction with satisfactory results. In addition, the research 

found that the levels of evaporation of water is an important 

factor in assisting prediction through the process of feature 

selection.  The research discussed how conservation of water 

levels in the past five years tended to be less inclined and how 

future research may be improved in order to predict drought 

accurately in the future.

Keywords: Drought, Regression models, Huay Saneng.

1. Introduction

	 Water scarcity has become the norm these days, especially 

in Thailand. Several reasons for this are due to the high demand 

for water for agriculture,  excessive consumption, or climate 

Sakchan Luangmaneerote* and Boonlueo Nabumroong*

change [1]. Drought affects both surface and groundwater 

and can lead to a reduced water supply. These lead to crop 

failure and unexpected damages. Understanding drought is 

a key component of interest to hydrologists meteorologists 

and data scientists. Managing the problem of drought lies 

mainly in planning and managing water resources [2].

	 Drought forecasting is a key component of drought  

hydrology, which plays a crucial role in drought risk 

management, preparedness, and mitigation. Nowadays,  

there are many drought modeling such as identifying drought 

and predicting the duration of severity.

	 Thus, prediction of drought is a more challenging 

problem, but in the past five years, Surin has faced more 

frequent drought [3]. The largest and most intense drought 

was in 2019. It was extremely difficult for Surin residents. 

Many hotels lacked water to supply their guests.  

The hospitals’ reserves were too depleted  to care for patients. 

Various houses had deficient in water for consumption.  

These disasters inflict immense damage to the economy  

and the suffering of the people living in Surin Province.

	 A machine learning model is a file that has been trained 

to understand some types of patterns. A trained model can be 

used to make predictions and made decision-based on logic 

without programming [4], [5]. Machine learning algorithms 

have ability to learn both linear and non-linear such as rain 

prediction, drought prediction and heat wave prediction. Many 

machine learning algorithms, such as Random Forests,  

Support Vector Machine, k-Nearest neighbors, Artificial 

Neural Network, Decision Tree, are capable of using in  

complex patterns.
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	 Currently, recent research studies have found that  

the machine learning model has been implemented in various 

fields such as forecasting of daily inflow to large reservoir [6], 

forecasting reservoir inflow [7], daily rain forecast [8],  

estimation of  missing rainfall data [9], flood forecast [10][11], 

forecasting of river flow rates [12], and prediction of  

groundwater[13]. 

	 In terms of applying models, multiple linear regression 

models can be used to predict various ways such as drought 

weather variables, groundwater level [14], or number of wet 

days [15], forecasting bicycling rental [16] as well as  

polynomial regression that fits a nonlinear data. 

	 Artificial neural network (ANN)-based techniques and 

the support vector machine (SVM) are considered as standard 

nonlinear estimators [17], [18], [19], [20]. However,  

many research suggest that the two models have many  

drawbacks such as taking more time [21], [22] affecting  

outliers and redundant data [23]. According to several papers 

[24], [25], [26] they suggested that random forest regression 

and decision tree showed satisfactory results. Thus, this research 

used the two models to rescue. The research required  

the knowledge of when to apply two models for the real 

problem and whether these models can be used effectively  

by comparing with other regression models.

	 This paper investigated four regression models, consisting 

of multiple linear regression, polynomial regression, decision 

tree regression, and random forest regression, with the purpose 

of finding the optimal model to predict the water level of 

Huay Saneng. In addition, this research revealed the real 

situation of water level over the last 5 years, between 2016 

and 2020, in order to apply the results of the study in preventing 

drought in the future. If the water level can be predicted  

accurately, this can assist the local officers to notify supervisors 

and prevent the drought early. Besides, this study will extend 

the scope of which key factors contribute to drought and 

water management.

2. Theoretical background and related researches 

	 2.1 Background of Huay Saneng

	 The Huay Saneng reservoir in Surin province is a symbol 

of the recreational tourist area, where is a source of water for 

production. Huay Seneng is an important reservoir to  

the people of Surin Province, starting from the upstream and 

sub-branches that flow together to form Huay Saneng.  

Another important source of water comes from the Phanom 

Dong Reg mountain range which the local people call  

Phanom Sor. Huay Saneng  has a capacity of 20 million cubic 

meters in the Niang Subdistrict. There is also  a twin reservoir, 

an Ampuen reservoir with a capacity of 22 million cubic 

meters in the Tenmey Subdistrict, which is the source of  

reserve for the reservoir at Huay Saneng. The shape of  

Huay Saneng reservoir is shown in figure 1.

	 2.1 Attributes leading to drought 

	 Drought is an environmental and economic threat.  

It can occur in almost all climatic areas. Predicting drought 

used many attributes. Many research suggested that changing 

temperature and precipitation resulted in drought because 

increasing temperatures can be implied to increase evaporation 

[27], [28] while some suggested that soil moisture lead to  

inability to maintain water [29]. The diverse climateconditions 

can cause  droughts which the system should adapt needs of 

Figure 1. Shape of Huay Saneng.
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specific regions [30]. However, the cause of drought may 

come from unexpected attributes such as the expansion of  

the increasing population, the agricultural sector, industrial 

plants in local area or climate change. Unfortunately,  

these attributes are not stored in Excel file of Royal Irrigation 

Department operation on Huay Saneng area. Therefore, this 

research used only attributes kept by Royal Irrigation Department.

	 2.2 Multiple linear regression 

	 Multiple linear regression is a technique to predict  

the outcome based on two or more variables, extended from 

linear regression [31]. The dependent variable are the predicted 

variables while variables used to predict are called independent 

variables. The equation for  multiple linear regression model 

is shown as equation 1.

		  y  =  ꞵ0 + ꞵ1 + ...... + ꞵn Xn			   (1)

	 Given equation 1, y is a dependable variable. ꞵn and ꞵ0 , 

ꞵ1 are regression coefficient while X1 and Xn are independent 

variable. In general, multiple linear regression is used in 

various ways such as predicting blood pressure [32], predicting 

effect of fertilizer and water on crop yields [33], or the effect 

of different training regimens have on player performance [34].

	 2.3 Polynomial regression 

	 Polynomial regression is a special case of multiple linear 

regression which is designed with the data with a curvilinear 

relationship between the target variable and the independent 

variables [35]. The polynomial regression is suitable for  

the value of the target variable that changes in case of  

a non-uniform manner relating to the predictor. Generally, 

the equation for the polynomial linear regression model is 

shown as equation 2.

      y  =  ꞵ0 + ꞵ1 X1 + ꞵ2 X2
n + ...... + ꞵn Xi

n+ ( i  =  1, 2, .... n)	 (2)

	 In general, the equation of polynomial in equation 2  

is relatively similar to the equation of multiple linear regression 

while n is degree of polynomial. Normally, increasing  

the degree in the polynomial model results in increasing  

the performance of the model and creating more complicated 

algorithm. However, one should be aware of the risk of 

model overfitting and underfitting when adjusting more and 

more degree. There are many research studies which have 

used polynomial regression, such as predicting longitudinal 

dispersion coefficient in rivers [36], the trend of water  

quality [37], interpolation of rainfall through polynomial 

regression [38] ,and water supply-demand [39].

	 2.4 Decision tree

	 Decision tree was proposed by Quinlan [40] which he  

extended the principle of Occam's razor in attempting to  

build the smallest decision tree. Decision tree forms tree 

structure which breaks down the dataset into smaller subsets 

while slowly creating a related decision tree. The decision 

tree is classified as a supervised learning algorithm.  

It can function with both continuous and categorical output 

variables. The branches and edges represent the outcome 

nodes and the nodes have either: Conditions (Decision Nodes) 

or Result (End Nodes). Decision tree regression trains  

a model in a tree's structure to make a prediction. Decision 

tree has been used in various ways such as, predicting  

flooding in China [41] and forecast drought [42]. 

	 2.5 Random forest

	 Random fores t  is a continued development of  

the bagging method [43] as it combines both bagging and 

feature randomness to build an unassociated forest  

of decision trees. The Random Forest algorithm is one of the 

mos t  popular  algori thms which can be used in  

both classification and regression. The concept of random 

forest is comprised of various decision trees inside  

an increased number of decision tree resulting in a more 

complex algorithm. The algorithm chooses the best vote of 

decision tree from all of them. Unlike a decision tree, a random 

forest classifier chooses the features randomly to build  

several decision trees in order to fix the overfitting problem.  

There are several research studies suggesting to use random 

forest algorithm with various reasons such as taking less time 

[21], [22] unaffected to outliers, and redundant data [23].
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data before putting the data into machine model.  

For this research, the obtained data possessed the different 

units, such as evaporation of water, rainfall, and water levels. 

Therefore, it was imperative to scale the three attributes before 

the data was used for further processing.

	 3.3 Feature selection	  

	 There are various ways to strengthen a model.  

Feature selection is the one of necessary step of the developmental 

process. The main goal is to decrease the number of input 

variables and study characteristic of obtained attributes  

Figure 2. Steps of research methodology.

Figure 3. Correlation heatmap of attributes.

3. Research Methodology

	 The stored data in Royal Irrigation Department operating 

on Huay Saneng area between 2016 and 2020 was utilized 

for this research. The data collected had 1,825 records with 

4 attributes, consisting of  date, evaporation of water in  

Huay Saneng, water levels, and rainfall. The scikit-learn in 

Python was used for the analysis of data, while other  

packages were used for visualization. The steps of the research 

are shown in figure 2. 

	 3.1 Data cleaning

	 Usually, obtained data cannot be used with the machine 

learning model instantly [44]. Thus, data cleaning is  

an imperative process for preparing data. This step Saneng. 

The data was comprised of 4 attributes, consisting of date, 

evaporation of water, water levels and rainfall. All data was  

relatively clean except for rainfall, which had been replaced 

some of null value with previous value. All data after cleaning 

were still maintained at 1,825 records, which was data  

from 2016 to 2020.

	 3.2 Data scaling 

	 Data scaling is a particular method used to standardize  

a range of data because sometimes the range of data values 

can be varied [45]. This step is  necessary in  preprocessing 
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before building a predictive model. Understanding  

the characteristics of attributes will improve the performance 

of the predictive model. Feature selection can be classified 

into three types: filter method, wrapper method, and  

embedded method. Using correlation matrix with  

heatmap is classified as a type of filtering method.  

The correlation coefficient with heatmap normally yields 

values between -1 and 1. Any value closer to 1 shows  

a stronger positive correlation, while a value closer to  

0 shows a weaker correlation as well as a stronger negative 

correlation yields a value closer to -1. This step is required 

to deeply understand which attributes interact with each 

other, as the obtained data is necessary to study which  

attributes to use in the model. Given figure 3, it can be seen 

that the evaporation of water were considered to have  

the most positive correlation with water level, followed  

by month. Surprisingly, rainfall did not show a strong  

correlation with water level. Even though some attributes 

showed a weak correlation, the research had decided to put 

all attributes into a predictive model while date will be put 

into an index of a dataframe.  The sample data used to create 

predictive model as shown in figure 5.

	 3.4 Studying background of Huay Saneng

	 At this stage, it is necessary to conduct an extensive survey 

of the nature of Huay Saneng between 2016 and 2020,  

with the aim of understanding characteristics of rainfall and 

the factors affecting the water level in Huay Saneng,  

through the obtained data. This stage assisted to create  

a straightforward view and broader picture of potential trends. 

The results of the survey will benefit the sustainable water 

management of Huay Saneng in the future. This stage used 

Seaborn and Matplotlib which are packages used in Python for 

virtualization.

	 3.5 Modeling 

	 Modeling consisted of  three steps: selecting modelling 

technique, generating a test design, and building  the model [46]. 

Figure 4. Overall trend of water level between 2016 and 2020.

Figure 5. Sample data used for making predictive model.
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Figure 6. Relationship of water level, rainfall,  
	   and evaporation.

This s t ep selected four algorithms consis t ing of  

multiple liner regression, polynomial regression, decision tree 

regression, and random forest regression, and then separated 

data into test set and training set with a proportion of 30%  

for test set and 70% for training set. Training set would be  

used to train model while test set was used for testing the model.

	 3.6 Evaluation

	 At the end of this stage, a decision was made regarding  

the obtained results. Four machine learning models were 

evaluated with coefficient of determination for both training 

set and test set, and line graph was used to show the overall 

result of prediction. The main objective of the evaluation was 

to identify which model yielded the best result in order to 

adjust the model for use in the future.

4. Results of experiments

	 This section is split into three main parts. The first part 

revealed the results of the background data of Huay Saneng 

over the last five years while the second part showed the results 

of the four models. The third part discussed experiments and 

future research.  

	 4.1 Results of studying background of Huay Saneng

	 This part is comprised of three parts. The histogram graph 

was used in the first part with the specific purpose of  

illustrating the trend of the obtained data. The second part  

illustrated a pair plot graph which showed the relationship of 

the general characteristics of factors. Finally, a line graph was 

used to show the overall trend of water levels over  

the last 5 years.

	 1) Results of overall trend of water levels

	 The line graph in Figure 4 shows changes in water level in 

Huay Saneng from 2016 to 2020. The x-axis shows the number 

of days within 1 year, while the y-axis shows the water level 

measured manually by the local authority of Huay Saneng. 

	 According to the graph, overall, it is clear that the water 

level gradually declined early in the year and rose again  

between July and September. The water level set to decline 

again after September.

	 It can be noticed that the water level showed the lowest 

level in 2012 from early in the year and fell sharply until  

reaching the lowest point around June. This was the year that 

Sur in  expe r i enced  an  unp receden t ed  d rough t .  

However, this pattern of water levels was not the same every year. 

The water level rose rapidly in 2017 around April,  

which did not occur frequently.

	 2) Results of relationship of attributes

	 For this section, the obtained pair plots were derived  

from the seaborn virtualization library in Python.  

The graph in figure 6 shows the relationship of the three factors,  

consisting of evaporation of water, water levels, and rainfall. 

Using pair plots assisted to reveal the relationship of data  

between two variables.

	 This study showed that amount of evaporation implied that 

the water level was related to the evaporation of water.  

If the evaporation of water was high, the water level stood  

at a good stage. Surprisingly, the rainfall amount did not  

contribute to the increase of water level as expected.  

It can be seen that Huay Saneng has several methods of retaining 

water besides relying only on rainfall.
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	 4.2 The evaluation of four machine learning models

	 This research used four machine learning models,  

consisting of multiple linear regression, polynomial regression, 

decision tree regression, and random forest regression,  

to compare the efficiency of each model. The four models 

yielded the R squared, known as the coefficient of  

determination, mean squared error regression loss (MSE),  

and used a line graph to virtualize in order to view the overall 

trend of the actual data and predicted value through  

the selected machine learning model. 

	 Normally, the coefficient of determination reflects  

how much variability of one factor contributes to a relationship 

to another related factor. The goodness of fit is represented 

as a value from 0.0 to 1.0. A value of 1.0 shows a perfect fit, 

meaning a highly reliable model, while a value of 0.0  

would represent that the machine learning model is not  

adequate for implementation. The equation of the coefficient 

of determination shown as equation 3. SSRES is the sum of 

squares of residuals, while SSToT is the total sum of square. 

ȳi is the mean of y-axis and yi is the observed value and  

ŷi is the predicted data.

	 3) Results of distribution of the three factors. 

	 Regarding histogram graph from figure 7, figure 8, and 

figure 9 these findings suggested that most of the water retained 

in Huay Saneng had remained relatively low level over  

the past five years in regard to figure 7 showing a right-skewed 

distribution. Given figure 8, the evaporation of water showed 

a right-skewed distribution. It can be assumed that  

the temperature was probably high in Surin area. This assump-

tion would be proved if the department operating on Huay 

Saneng area collect the highest and lowest temperature in the 

future. In the part of rainfall in figure 9, the rainfall amount 

was relatively row over the last 5 years. It can be proved that 

Huay Saneng area can collect water from other sources which 

need to be investigated further.

Figure 7. Distribution of water level over the last 5 years.

Figure 8. Distribution of water evaporation over the last 	
	   5 years.

Figure 9. Distribution of rainfall over the last 5 years.
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Table 1. Results of coefficient of determination.

Model 

Coefficient of 
determination 
of training set 

(R2)

Coefficient of 
determination 
of test set (R2) 

Multiple linear regression 0.6715 0.6628

Polynomial

Polynomial
regression (degree=2)

0.7389 0.7231

Polynomial
regression (degree=3)

0.7881 0.7738

Polynomial
regression (degree=4)

0.8944 0.8655

Polynomial
regression (degree=5)

0.9338 0.8793

Polynomial
regression (degree=6)

0.8579 -10.9668

Decision tree regression 1.0000 0.9470

Random forest regression 0.9968 0.9506

Table 2. Mean of MSE of four machine learning models.

Model Mean squared error  
regression loss (MSE)

Multiple linear regression 2.8454

Polynomial  

Polynomial
regression (degree=2)

2.5420

Polynomial
regression (degree=3)

2.1790

Polynomial
regression (degree=4)

1.5195

Polynomial
regression (degree=5)

1.2359

Polynomial
regression (degree=6)

3.2125

Decision tree regression 0.1672

Random forest regression 0.3353

	 The mean squared error regression loss (MSE) is  

computed by the equation 4 where  is the observed value and 

ŷi is the predicted value.

	 Table 1 shows that Random forest regression exhibited 

higher value of the coefficient of determination more than  

the other models, showing a value of 0.950, followed by 

Decision tree regression showing a value of 0.947.  

The machine learning model most  unsuitable for  

implementation is multiple linear regression, showing a value 

of  0 .662.  Using polynomial  regress ion showed  

a significant improvement when increase in the degree.  

However, the polynomial regression at 6 degree showed  

the worst performance due to the overfitting of model,  

considering the significant difference of value of the coefficient 

of determination between training set and test set at 6 degree.  

It can be noticed that polynomial regression showed a perfect 

fit gradually in the case of increased degree but the degree 

should not be exceedingly increased since this leads to  

overfitting. In terms of coefficient of determination of training 

set, all machine learning models showed insignificant difference 

of coefficient of determination between test set and training set.

	 Table 2 shows the mean squared error regression loss 

(MSE) of the tested machine learning models. The main 

reason for this is in order to recheck in case t the dataset has 

an outlier. In the case of mean squared error, the perfect 

value needs to show a near-zero value. The decision tree 

showed the best number, yielding 0.167. The second best 

model was the random forest regression which showed  

an MSE value of 0.335.  The worst model was multiple linear 

regression, showing a value of 2.845.  The results of MSE  

in the case of polynomial regression are consistent in Table 2. 

The figure shows significant improvement with an increase 

in the degree. However, this research did not mention discuss 

the result of polynomial regression at 6 degree which showed 

a value of 3.2125 due to overfitting.
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         Figure 10. Overall trend through multiple linear  
                           regression.

    Figure 11. Overall trend through polynomial regression  
                      at 2 degree.

    Figure 12. Overall trend through polynomial regression  
                      at 3 degree.

    Figure 13. Overall trend through polynomial regression  
                      at 4 degree.

	 Figures 10 to 17 show the overall trend of actual data  

and predicted data through testing machine learning models. 

The research established that multiple linear regression  

in figure 10 was unsuitable for data like a sine wave.  

Applying linear regression is suited for the data with  

characteristics similar to a straight line. Polynomial regression 

from figure 11 to figure 15 showed the worst performance  

in case of adjusting at a low degree while an increase  

in the degree could increase the performance of the model. 

However, it should be cautioned that increasing degree  

arbitrarily may result in model’s overfitting. 

	 In terms of both random forest regression and decision 

tree regression in figures 16 and 17, the finding of the study 

sugges ted  tha t  they  a re  su i tab le  for  da ta  wi th  

the characteristics of a sine wave. Both the two models 

yielded a very similar value of best figure throughout  

their prediction. Even though random forest showed  

the best figure of coefficient of determination, its MSE  

showed a relatively lower value than decision tree regression. 

Selecting decision tree regression to use was likely to suit  

the characteristics of the data in that way.
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    Figure 14. Overall trend through polynomial regression  
                      at 5 degree.

    Figure 15. Overall trend through polynomial regression  
                      at 6 degree.

Figure 16. Overall trend through decision tree regression.

Figure 17. Overall trend through random forest regression.

	 4.3 Experimental discussion and future work

	 The results of this experiments were as expected.  

The multiple liner regression model was proved to be  

relatively inappropriate for the non-linear data which is  

consistent with Feng [16]. While polynomial showed  

a significant improvement with an increase in the degree,  

it should be cautioned  that model overfitting may occur  

when the degree is arbitrarily increased. However,  

using polynomial model could not beat the decision tree regression 

and random forest regression. It was established that both 

models are suitable for data with characteristics relatively 

similar to sine wave, compared with multiple linear regression 

and polynomial regression,  which obtained results according 

to [24], [25], [26]. In the part of background data of  

Huay Saneng,  this  needs to be investigated further,  

especially flows of water accumulating in Huay Saneng.  

This includes humidity, temperature, and other water sources 

that could contribute to the water level of Huay Saneng.

5. Conclusions 

	 This research studied how to predict the water levels  

in order to alleviate drought problem. To achieve this goal, 

understanding the basic background of Huay Saneng 

was compulsory. The research findings showed that  

the evaporation of water and water level  had strong correlation 

over the last five years while  rainfall paid a small contribution 

to the water level. An implication of this is the possibility  
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		  and Earth System Sciences, Vol. 12, No. 11,  

		  pp. 3307–3324, 2012.
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that Huay Saneng may have various ways of gathering  

its water from other sources whereby  this requires a further 

investigation  in the future. The decision tree was considered 

the best model to predict the drought, considering  

its coefficient of determination and the mean squared error 

regression loss (MSE) as compared amongst the four machine 

learning models. The multiple linear regression was proved 

that it could not apply when data was so complex and  

non-linear. In the future, it may be necessary to collect more 

data related to drought such as weather, water flowing from 

other sources, draining water for consumption and agriculture 

in order to improve the accuracy of prediction.
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