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การเปรียบเทียบค่าความเหมาะสมส�ำหรับขั้นตอนวิธีแบบเพลี้ยกระโดด 
A Comparison of Optimization Problems for Planthopper Algorithm

บทคัดย่อ

	 บทความวจิยันีเ้ป็นการน�ำเสนอขัน้ตอนวธิเีพลีย้กระโดด

ส�ำหรับการหาค่าความเหมาะสมท่ีสุดเชิงตัวเลข ที่เกิด 

จากแนวคิดของพฤติกรรมการหาอาหารแบบเป็นกลุ่ม ด้วย 

การเคลื่อนที่เพื่อเปลี่ยนต�ำแหน่ง ซึ่งเป็นการเข้าใกล้แหล่ง

อาหารคือ การลู่เข้าสู ่ค�ำตอบ และจากการเปรียบเทียบ 

ขั้นตอนวิธีการค้นหาแบบนกดุเหว่า  แบบค้างคาว และ 

แบบแมลงหวีม่ข้ีอจ�ำกัดในเรือ่งการก�ำหนดพารามเิตอร์เป็น

ค่าคงที่ และความเร็วของการลู่เข้าสู่ค�ำตอบ ผู้วิจัยจึงท�ำ 

การเปรยีบเทียบกับ 3 ขัน้ตอนวธิข้ีางต้น จากผลการทดสอบ

ของการหาค่าต�่ำสุดของฟังก์ชันทางคณิตศาสตร์ 4 ฟังก์ชัน

คือ ฟังก์ชัน Sphere ฟังก์ชันไกรแวงก์ ฟังก์ชันโรเซนบร็อก 

และฟังก์ชันแอกค์ลีย์ พบว่าขั้นตอนวิธีแบบเพลี้ยกระโดด 

ให้ค่าความเหมาะสมเฉลี่ยที่ดีสุดในฟังก์ชันไกรแวงก์  

(x̅ = 0.00012, S.D.= 0.00191) และฟังก์ชันแอกค์ลีย ์ 

(x̅ = 0.03102, S.D.= 0.16076) ดังนั้นวิธีที่น�ำเสนอสามารถ

แก้ไขปัญหาการหาค่าความเหมาะสมที่สุดได้เทียบเคียงกับ

วิธีอื่น และดีกว่าวิธีอื่นในบางฟังก์ชัน
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Abstract

	 In this research, we discuss the planthopper algorithm 

(PA) as an algorithm for finding the optimal values. The 

proposed algorithm is inspired by the food searching habit of 

the planthopper.  To evaluate the proposed algorithm, we 

tested on optimization of benchmark mathematic functions, 

comparing to the Cuckoo Search Algorithm, Bat Algorithm 

and Fruit Fly Algorithm. Those algorithms have limitations on 

the speed of convergence into solutions and the determination 

of parameters as constant. In the problem of finding the 

minimum of 4 mathematical functions, the function is the 

Sphere function, Griewank function, Rosenbrock function 

and Ackley function. The Planthopper algorithm gives the 

best average fitness in the Griewank function (x̅ = 0.00012, 

S.D. = 0.00191) and the Ackley function (x̅ = 0.03102, S.D. 

= 0.16076). The results showed that the proposed algorithm 

could solve the optimization problems comparable to other 

existing algorithms, even better in some problems.
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1.  บทน�ำ

	 การหาค่าความเหมาะสมทีสุ่ด (Optimization) เป็นวธิกีาร

ท่ีใช้ในการหาค�ำตอบท่ีดีทีส่ดุของปัญหาภายใต้เงือ่นไขหรอื

ข้อจ�ำกัดท่ีก�ำหนดขึน้ [1] ถอืว่าเป็นสิง่ทีช่่วยในการแก้ปัญหา

ด้านวทิยาการคอมพวิเตอร์ งานด้านปัญญาประดิษฐ์ การวจิยั

ด�ำเนินงาน และสาขาอ่ืนๆ ท่ีเก่ียวข้องได้เป็นอย่างดี [2]  

ขัน้ตอนวธิแีบบเมตาฮวิรสิตกิท่ีเหมาะสมทีส่ดุ (Me aheuris ic 

optimization algorithm) เกิดจากการเฝ้าสงัเกตพฤตกิรรมใน

ธรรมชาติที่สนใจ และน�ำมาสกัดเป็นขั้นตอนวิธี (Algorithm) 

[3] เพื่อแก้ไขปัญหาที่มีความซับซ้อนได้อย่างรวดเร็ว 

คุณลักษณะหลัก 2 ลักษณะของการแก้ปัญหา  คือ ระยะ 

Intensification เป็นการค้นหาผลลัพธ์ที่ดีและคัดเลือกคู่แข่ง

หรอืผลลพัธ์ และระยะ Diversification เป็นการรบัรองขัน้ตอน

วธิทีีค้่นหาพืน้ทีใ่ห้มปีระสิทธภิาพมากขึน้ [4] โดยจดุประสงค์

ในการพัฒนาคือ ต้องการหาค�ำตอบที่รวดเร็วเพื่อแก้ไข

ปัญหาขนาดใหญ่ เช่น ปัญหาด้านวิศวกรรม  ปัญหาการจัด

เส้นทางการขนส่ง และปัญหาการวางแผนทรัพยากรให้มี

ประสิทธิภาพมากขึ้น โดยมีหลายขั้นตอนวิธี เช่น จีเนติก 

(Genetic Algorithm: GA) ซึ่งเป็นการค้นหาแบบฝูงอนุภาค 

(Particle Swarm Optimization: PSO) หรือการล่าเหยื่อของ

ฝูงสัตว์ [5], [6] ตัวอย่างเช่น ขั้นตอนวิธีการหาค่าเหมาะสม

แบบฝูงมด (Ant Colony Optimization: ACO) เป็นการหา

อาหารในเส้นทางท่ีส้ันท่ีสุดด้วยการปล่อยฟีโรโมน [7]  

ขัน้ตอนวธิแีบบห่ิงห้อย (Firefly Algorithm: FA) เป็นการดึงดูด

กันของห่ิงห้อยโดยอาศยัการกระพรบิแสง [8] ขัน้ตอนวธิกีาร

ค้นหาแบบนกดุเหว่า  (Cuckoo Search : CS) เป็นการน�ำไข่

ไปให้นกชนิดอ่ืนฟักและรูปแบบการบินของผีเสื้อและ

แมลงวัน [9] ขั้นตอนวิธีแบบค้างคาว (Bat Algorithm: BA) 

เป็นการล่าเหยื่อโดยใช้เสียงสะท้อน [10] ขั้นตอนวิธีแบบ

แมลงหวี่ (Fruit Fly Optimization Algorithm: FOA) เป็น 

การหาอาหารของแมลงหวี่โดยใช้กลิ่นของอาหาร [11] ซึ่ง 

ขั้นตอนวิธีการค้นหาแบบนกดุเหว่ามีข้อจ�ำกัดในเรื่องของ

การก�ำหนดค่าความเป็นไปได้ในการท้ิงรังและ Step size  

มค่ีาคงที ่หากมกีารก�ำหนดค่าทัง้สองใหม่จะท�ำให้ประสทิธภิาพ

ลดลง และไม่สามารถหาค�ำตอบที่ดีที่สุดได้  ขั้นตอนวิธีแบบ

ค้างคาว มีข้อจ�ำกัดในเรื่องของความเร็วของการลู่เข้าสู ่

ค�ำตอบลดลง หลังจากรันขั้นตอนวิธีในระยะเริ่มต้นไปแล้ว 

และขัน้ตอนวธิแีบบแมลงหวี ่มข้ีอจ�ำกัดในเรือ่งของการลูเ่ข้าสู่

ค�ำตอบช้า

	 งานวิจัยนี้จึงน�ำเสนอการหาค่าความเหมาะสมส�ำหรับ 

ขัน้ตอนวธิแีบบเพลีย้กระโดด ซึง่เป็นการหาค่าความเหมาะสม

ท่ีได้จากการศึกษาพฤติกรรมการหาอาหารแบบเป็นกลุ่ม 

โดยการเปรยีบเทียบกับขัน้ตอนวธิกีารค้นหาแบบนกดุเหว่า 

แบบค้างคาว และแบบแมลงหวี่ ด้วยการใช้ฟังก์ชันทาง

คณิตศาสตร์ (Numerical Optimization) เพื่อทดสอบ

ประสิทธิภาพในการหาค่าความเหมาะสม

2.  ทฤษฎีและงานวิจัยที่เกี่ยวข้อง

	 จากแนวคิดการแก้ปัญหางานวิจัย มีทฤษฎีที่เก่ียวข้อง

ดังนี้

	 2.1 การหาค่าความเหมาะสม (Optimization) 

	 ปัญหาการหาค่าความเหมาะสม สามารถแสดงได้ดังนี ้

[12]

	 ก�ำหนดให้ ฟังก์ชัน f : A → R แมปจากค่าบางส่วนใน

เซต A ไปเป็นค่าจรงิ  ต้องการค้นหาค่า x0 ในเซต A ซึง่หาก

ค่า f(x0) ≤ f(x) ส�ำหรับค่า x ทั้งหมดในเซต A เรียกว่าการหา

ค่าต�่ำสุด (Minimization) และหากค่า f(x0) ≥  f(x) ส�ำหรับค่า 

x ทั้งหมดในเซต A เรียกว่าการหาค่าสูงสุด (Maximization)

	 การหาค่าความเหมาะสมมหีลายวธิ ีดังนี ้ขัน้ตอนวธิค้ีนหา

ค่าความเหมาะสมโดยมีพื้นฐานจากวิธีการทางคณิตศาสตร์

ได้แก่ การโปรแกรมเชิงเส้น (Linear programming) ใช้กับ

ปัญหาซึ่งความสัมพันธ์กันระหว่างตัวแปรทุกตัวเป็นแบบ 

เชงิเส้น การโปรแกรมเลขจ�ำนวนเตม็ (Integer programming) 

เป็นโปรแกรมเชิงคณิตศาสตร์ที่มีข้อจ�ำกัดของตัวแปรว่า 

จะต้องเป็นเลขจ�ำนวนเต็มที่ไม่มีค่าเป็นลบ การโปรแกรม 

เชงิก�ำลงัสอง (Quadratic programming) เป็นฟังก์ชนัก�ำลงัสอง

ท่ีมีข้อจ�ำกัดของปัญหาสมการหรืออสมการเชิงเส้น   และ 

การโปรแกรมไม่เป็นเส้นตรง (Nonlinear programming) เป็น

โปรแกรมเชิงคณิตศาสตร์ท่ีใช้หาค�ำตอบ กรณีที่ตัวแปร

ตัดสินใจมีความสัมพันธ์กันลักษณะท่ีไม่เป็นเส้นตรง จะมี

ฟังก์ชนัอย่างน้อยทีสุ่ด 1 ฟังก์ชนัไม่เป็นเส้นตรง เป็นต้น และ

การหาค่าความเหมาะสมท่ีมพีืน้ฐานจากวธิกีารเชงิสามญัส�ำนกึ 

(Heuris ics) ได้แก่ ขั้นตอนวิธีมีมีติก (Memetic algorithm)  

จเีนตกิ (Genetic Algorithm: GA) ขัน้ตอนวธิกีารหาค่าเหมาะสม

แบบฝูงมด (Ant Colony Optimization) ขั้นตอนวิธีแบบ

หิ่งห้อย (Firefly Algorithm) [13] ขั้นตอนวิธีการค้นหาแบบ
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นกดุเหว่า  (Cuckoo Search) ขั้นตอนวิธีแบบค้างคาว  

(Bat Algorithm) และขั้นตอนวิธีแบบแมลงหวี่ (Fruit Fly  

Algorithm) เป็นต้น

	 2.2 ขั้นตอนวิธีการค้นหาแบบนกดุเหว่า (Cuckoo 

Search: CS)

	 เป็นขั้นตอนวิธีที่อาศัยหลักการธรรมชาติการวางไข่ของ

นกดุเหว่า  โดยจะท�ำการวางไข่ลงไปในรัง ซึ่งรังท่ีจะท�ำ 

การวางไข่จะถกูสุม่เพือ่เลอืกรงัท่ีมคุีณภาพสงู เพราะจะท�ำให้

ตัวอ่อนมีอัตราการรอดชีวิตสูงตามไปด้วย จึงมีผลท�ำให้ได้

นกรุ่นถัดไป และขั้นตอนการบินหารังใหม่นั้นจะใช้หลักการ

ของ Levy Flight ที่มีการเคลื่อนท่ีไปได้ไกลกว่าปกติ [9]  

น�ำมาประยกุต์ใช้แก้ปัญหาแบบ Optimization อย่างแพร่หลาย 

เช่น ปัญหาการหาค่าทีเ่หมาะสมทีส่ดุเชงิตวัเลข (Numerical 

optimization problems) เป็นต้น

	 2.3 ขั้นตอนวิธีแบบค้างคาว (Bat Algorithm: BA)

	 เป็นขั้นตอนวิธีท่ีมีแนวคิดจากพฤติกรรมการหาอาหาร

ของค้างคาว ได้ถูกน�ำเสนอครั้งแรกโดย Xin-She Yang โดย

การปล่อยคลื่นเสียงที่มีความถี่สูงของค้างคาว (Sonar) เพื่อ

ใช้ในการน�ำทางและหาอาหาร (Echolocation) [10]

	 2.4 ขั้นตอนวิธีแบบแมลงหวี่ (Fruit Fly Optimization 

Algorithm: FOA)

	 เป็นขั้นตอนวิธีที่มีแนวคิดจากพฤติกรรมในการค้นหา

แหล่งอาหาร ซึ่งเป็นสัตว์ท่ีมีประสาทสัมผัสในการมองเห็น

และรับกลิ่น ท่ี ดีมาก ในการค ้นหาแหล ่งอาหารจะมี

กระบวนการทีส่�ำคญัอยู ่2 กระบวนการ คือ กระบวนการแรก

จะใช้ประสาทสัมผัสในการับกลิ่นของแหล่งอาหาร และ

กระบวนท่ีสองจะเป็นการใช้ประสาทสัมผัสในการมองเห็น 

โดยจะบินไปยังแหล่งอาหารเพื่อท�ำการค้นหาอาหาร [11]

	 2.5 พฤติกรรมของเพลี้ยกระโดด (Planthopper)

	 เพลีย้กระโดดอยูใ่นอนัดับ Hemiptera มวีงจรชวีติ 3 ระยะ 

คือ ไข่ ตัวอ่อน และตัวเต็มวัย เป็นแมลงที่สามารถกระโดด

ได้อย่างรวดเร็ว และพลังมากที่สุดในบรรดาแมลงท้ังหมด 

กลไกของการกระโดดคล้ายหนังสติ๊กที่เคลื่อนไหวอย่าง

รวดเรว็ของขาหลงัซ้ายและขวาของตวัมนัเอง ประสทิธภิาพ

ในการกระโดด วัดจากระยะทาง (s) ดังสมการที่ 1

	 ก�ำหนดให้ v คือ ความเร็วที่ take-off และ θ คือ มุมที่ 

ใช้ take-off องศา  g คือ ความเร่งเนื่องจากความโน้มถ่วง 

(9.81 m/s2) [14]

	 จากสมการที่ 1 น�ำ vcosθ คูณเข้าไปในวงเล็บ จะได้

	 เนื่องจาก 2cosθsinθ = sin2θ

3.  วิธีด�ำเนินการวิจัย

	 3.1 ขั้นตอนวิธีแบบเพลี้ยกระโดด มีขั้นตอน 

ดังต่อไปนี้ [15]

	 ขั้นตอนแรก ก�ำหนดพารามิเตอร์เริ่มต้น ประกอบด้วย

รอบการท�ำซ�้ำ (Maxgen) จ�ำนวนประชากรเพลี้ยกระโดด 

(Sizepop) มุมที่ใช้ take-off (Angle) และค่า Body mass

	 ขั้นตอนที่ 2 ก�ำหนดต�ำแหน่งของเพลี้ยกระโดดเริ่มต้น

	 ขัน้ตอนที ่3 สร้างค�ำตอบใหม่โดยการปรบัค่า Body Mass 

ค่าความเรว็ ระยะทาง และต�ำแหน่งของเพลีย้กระโดดแต่ละตวั 

โดยใช้สมการ

	 โดย v คือ ความเร็วที่ take-off 

	 vmin คือ ความเร็วต�่ำสุดที่ take-off มีค่าเท่ากับ 0 

	 vmax คือ ความเร็วสูงสุดที่ take-off มีค่าเท่ากับ 5 

	 r ∈ [0, 1] คือเวกเตอร์จากการสุม่ (Random Vector) ได้มา

จากการแจกแจงแบบสม�ำ่เสมอ (Uniform Dis ributions) และ

ใช้สมการ (3) โดยก�ำหนดให้มุมที่ใช้ take-off มีค่าเท่ากับ  

45 องศา 

	 การปรับต�ำแหน่งของเพลี้ยกระโดด

	 ก�ำหนดให้ xnew คือ ต�ำแหน่งใหม่ของเพลี้ยกระโดดที่ได้

จากการปรบัระยะทาง xold คือต�ำแหน่งเดิมของเพลีย้กระโดด 

xbest  คือต�ำแหน่งที่ดีแบบ global และ s คือระยะทางที่เกิดขึ้น

จากการกระโดด

	 ขั้นตอนที่ 4 ถ้า r ที่สุ่มขึ้นมีค่ามากกว่า Body mass ให้

เลอืกค�ำตอบท่ีดีทีส่ดุตามฟังก์ชนัวตัถปุระสงค์ และสร้างค�ำตอบ

วงแคบเฉพาะที่ (Local Solution) รอบๆ ค�ำตอบที่ดีที่สุด

	 ขัน้ตอนท่ี 5 การแทนค่าต�ำแหน่งของเพลีย้กระโดดลงไป

ในฟังก์ชันจุดประสงค์
(1)s = vcosθ (2vsinθ)/g

s = (2v2 cosθsinθ)/g (2)

s = (v2 sin2θ)/g (3)

(4)v = vmin+r(vmin-vmax)

xnew = (xold-xbest)+s (5)

(6)F = fitness(xnew)
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(7)

	 	 3.2.1 ฟังก์ชัน Sphere (Sphere function)

	 	 ฟังก์ชัน Sphere เมื่อ -100 ≥ xi ≤ 100 ส�ำหรับค�ำตอบ

ของฟังก์ชันนี้คือ x = 0 ที่ท�ำให้ f(x) = 0

	 	 3.2.2 ฟังก์ชันไกรแวงก์ (Griewank function)

	 	 ฟังก์ชันไกรแวงก์ เมื่อ -600 ≥ xi ≤ 600 ส�ำหรับ 

ค�ำตอบของฟังก์ชันนี้คือ xi = 0 ที่ท�ำให้ f(xi) = 0

( ) 1
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4000
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	 ขัน้ตอนท่ี 6 คือ การตรวจสอบต�ำแหน่งของเพลีย้กระโดด

ร่วมกับฟังชันจุดประสงค์

	 ขั้นตอนที่ 7 คือ การเก็บค่า โดยท�ำการบันทึกต�ำแหน่ง 

และค�ำตอบที่ดีที่สุดไว้

	 ขั้นตอนที่ 8 คือ การท�ำซ�้ำ โดยเข้าสู่กระบวนการท�ำซ�้ำ

ในขั้นตอนที่ 3 ถึง 7 จนกว่าจะพบค่าที่เข้าใกล้ 0 มากที่สุด 

ซึ่งเป็นการลู่เข้าสู่ค�ำตอบที่ดีที่สุด

	 ขั้นตอนวิธีแบบเพลี้ยกระโดด แสดงดังภาพที่ 2

	 3.2 ทดสอบประสิทธิภาพ

	 การวัดประสิทธิภาพของขั้นตอนวิธีแบบเพลี้ยกระโดด

สามารถวัดจากการใช้ฟังก์ชันทางคณิตศาสตร์จ�ำนวน  

4 ฟังก์ชัน คือ ฟังก์ชัน Sphere ฟังก์ชันไกรแวงก์ ฟังก์ชัน 

โรเซนบร็อก และฟังก์ชันแอกค์ลีย์ ดังรายละเอียดต่อไปนี้

[fmin best] = min (Fitness)

best = xnew
fmin = bestFitness (8)

ภาพที่ 1 กระบวนการการคน้หาอาหารของเพลี้ยกระโดด

ภาพที่ 2 ผงังานของ Planthopper Algorithm

Initialize the planthopper population xi = (i = 1, 2,..., n)
Initialize take-off angle, body mass r 
While (t<Max number of iterations)
	 Generate new solutions by adjusting distance, and updating 
	 velocities and locations/solutions
	 If (rand>r)
	     Select a solution among the best solutions
	     Generate a local solutions around the selected best solution
	 end if
Rank the Planthopper and find the current best
End while
Post-process results and visualization

Planthopper algorithm

ภาพที่ 3 Pesudo code of the Planthopper Algorithm (PA)

(8)( ) ( )∑ =
=

n

i ixixf
1

2,

(9)

Objective function f(x), x = (x1, ..., xd)
T
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	 	 3.2.3 ฟังก์ชันโรเซนบร็อก (Rosenbrock function)

		

	 	 ฟังก์ชันโรเซนบร็อก เมื่อ -2.048 ≥ xi ≤ 2.048 ส�ำหรับ

ค�ำตอบของฟังก์ชันนี้คือ xi = 0 ที่ท�ำให้ f(xi) = 0

	 	 3.2.4 ฟังก์ชันแอกค์ลีย์ (Ackley function)

	 	 ฟังก์ชันแอกค์ลีย์ เมื่อ -32.768 ≥ xi ≤ 32.768 ส�ำหรับ

ค�ำตอบของฟังก์ชันนี้คือ xi = 0 ที่ท�ำให้ f(xi) = 0

4.  ผลการด�ำเนินงาน

	 ขั้นตอนวิธีแบบเพลี้ยกระโดดได้รับการพัฒนาด้วย

โปรแกรม MATLAB เพื่อทดสอบฟังก์ชันทางคณิตศาสตร์

ทั้ง 4 ฟังก์ชัน โดยท�ำการเปรียบเทียบการลู่เข้าสู่ค�ำตอบกับ

การค้นหาแบบนกดุเหว่า  แบบค้างคาว และแบบแมลงหวี่

ตามล�ำดับ

	 4.1 ก�ำหนดพารามิเตอร์

	 ก�ำหนดพารามิเตอร์ที่ใช้ในการทดสอบกับขั้นตอนวิธี 

ทั้ง 4 แบบคือ จ�ำนวนของกลุ่มประชากรเท่ากับ 50 และ

จ�ำนวนรอบการท�ำซ�้ำเท่ากับ 50 รอบ พารามิเตอร์ตัวอื่นที่มี

ลกัษณะเฉพาะตามขัน้ตอนวธิ ีเช่น ขัน้ตอนวธิกีารค้นหาแบบ

นกดุเหว่า  ต้องแทนค่าความเป็นไปได้ในการทิ้งรัง = 0.25 

และขั้นตอนวิธีค้างคาวต้องก�ำหนดความถี่ fmin = 0 และ 

fmax = 5 ความดังของเสียง = 0.5 และ อัตราการปล่อยพัลส์ 

(Pulse rate) = 0.5

	 4.2 ผลการทดสอบ

	 ส่วนที่ 1 การทดสอบการลู่เข้าสู่ค�ำตอบ เมื่อท�ำการปรับ

เปลี่ยนความเร่งเนื่องจากความโน้มถ่วง (g) 

	 จากตารางที ่1 เป็นผลการทดสอบการลูเ่ข้าสูค่�ำตอบเมือ่

ท�ำปรับเปลี่ยนความเร่งเนื่องจากความโน้มถ่วง (g) พบว่า  

ค่าเฉลี่ยของการลู่เข้าสู่ค�ำตอบมีค่าที่ดี เมื่อปรับเปลี่ยนให้

เหมาะสมกับแต่ละฟังก์ชัน โดยฟังก์ชัน Sphere ที่ g = 9.0 

ได้ค่าความเหมาะสมเฉลีย่เท่ากับ 0.02377 ฟังก์ชนัไกรแวงก์

ที่ g = 4.0 ได้ค่าความเหมาะสมเฉลี่ยเท่ากับ 0.00001 

ฟังก์ชันโรเซนบร็อกท่ี g = 9.0 ได้ค่าความเหมาะสมเฉลี่ย

0
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เท่ากับ 0.33930 และฟังก์ชันแอกค์ลีย์ที่ g = 4.5 ได้ค่า 

ความเหมาะสมเฉลีย่เท่ากับ 0.00941 ค่าเฉลีย่ของการลูเ่ข้าสู่

ค�ำตอบมค่ีาทีดี่ เมือ่ปรบัเปลีย่นความเร่งเนือ่งจากความโน้มถ่วง

ให้เหมาะสมกับแต่ละฟังก์ชัน

	 ส่วนที่ 2 ผลการทดสอบด้วยฟังก์ชันทางคณิตศาสตร์ทั้ง 

4 ฟังก์ชนั โดยก�ำหนดมมุท่ีใช้ในการกระโดดเท่ากับ 45 องศา 

และปรบัเปลีย่นความเร่งเนือ่งจากความโน้มถ่วงให้เหมาะสม

กับแต่ละฟังก์ชันดังตารางที่ 2

	 จากตารางที่ 2 เป็นผลการเปรียบเทียบผลลัพธ์ของ 

ขั้นตอนวิธี 4 ประเภทได้แก่ ขั้นตอนวิธีการค้นหาแบบ 

นกดุเหว่า แบบค้างคาว แบบแมลงหวี ่และแบบเพลีย้กระโดด 

จากตารางจะเห็นได้ว่า  ขั้นตอนวิธีแบบเพลี้ยกระโดดให้คา่

ความเหมาะสมที่ดีที่สุดในส่วนของฟังก์ชันไกรแวงก์ได้ค่า

ความเหมาะสมเฉลี่ยเท่ากับ 0.00012 และฟังก์ชันแอกค์ลีย์

ได้ค่าความเหมาะสมเฉลี่ยเท่ากับ 0.03102 รองลงมาเป็น

ฟังก์ชันโรเซนบร็อกได้ค่าความเหมาะสมเฉลี่ยเท่ากับ 

0.42655 และฟังก์ชัน Sphere ได้ค่าความเหมาะสมเฉลี่ย

เท่ากับ 0.04593
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ตารางที ่1 ค่าเฉลีย่การลูเ่ข้าสูค่�ำตอบ เมือ่ความเร่งเนือ่งจาก 

                 ความโน้มถ่วง (g) เปลี่ยนไป
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ตารางที่ 2 เปรียบเทียบผลลัพธ์ที่น้อยท่ีสุดของฟังก์ชัน 

                       มาตรฐาน

ฟังก์ชัน ขั้นตอนวิธี CS BA FOA PA

Sphere
ค่าเฉลี่ย 0.03339 0.05442 0.00071 0.04593

STDEV 0.14625 0.14604 0.00194 0.15472

Griwank
ค่าเฉลี่ย 0.00019 0.00057 0.00017 0.00012

STDEV 0.00137 0.00221 0.00044 0.00191

Rosenbrock
ค่าเฉลี่ย 0.33463 0.67159 0.56825 0.42655

STDEV 1.34329 1.36791 0.43278 0.76182

Ackley
ค่าเฉลี่ย 0.03856 0.03935 0.06726 0.03102

STDEV 0.15697 0.22294 0.09770 0.16076

	 จากภาพท่ี 4 การลู่เข้าสู่ค�ำตอบของฟังก์ชัน Sphere ที่  

g = 9.0 พบว่า  ขั้นตอนวิธีแบบแมลงหวี่สามารถหาค่า 

ความเหมาะสมได้ดีกว่าขั้นตอนวิธีแบบเพลี้ยกระโดด

 ภาพที่ 4 การเปรยีบเทยีบประสทิธภิาพของ CS BA FOA  

               และ PA ดว้ยฟังกช์นั Sphere

 ภาพที่ 5 การเปรยีบเทยีบประสทิธภิาพของ CS BA FOA  

               และ PA ดว้ยฟังกช์นัไกรแวงก์

	 จากภาพที่ 5 การลู่เข้าสู่ค�ำตอบของฟังก์ชันไกรแวงก์ที่ 

g = 4.0 พบว่า ขั้นตอนวิธีแบบเพลี้ยกระโดดสามารถหาค่า

ความเหมาะสมได้ดกีว่าขัน้ตอนวธิกีารค้นหาแบบนกดุเหว่า 

แบบค้างคาว และแบบแมลงหวี่

	 จากภาพท่ี 6 การลูเ่ข้าสูค่�ำตอบของฟังก์ชนั โรเซนบรอ็ก

ที ่g = 9.0 พบว่า ขัน้ตอนวธิกีารค้นหาแบบนกดุเหว่าสามารถ

หาค่าความเหมาะสมได้ดีกว่าขั้นตอนวิธีแบบเพลี้ยกระโดด 

แบบค้างคาว และแบบแมลงหวี่

	 จากภาพที่ 7 การลู่เข้าสู่ค�ำตอบของฟังก์ชันแอกค์ลีย์ท่ี  

g = 4.5 พบว่า ขั้นตอนวิธีแบบเพลี้ยกระโดดสามารถหาค่า

ความเหมาะสมได้ดกีว่าขัน้ตอนวธิกีารค้นหาแบบนกดุเหว่า 

แบบค้างคาว และแบบแมลงหวี่

 ภาพที่ 6 การเปรยีบเทยีบประสทิธภิาพของ CS BA FOA  

               และ PA ดว้ยฟังกช์นัโรเซนบรอ็ก

 ภาพที่ 7 การเปรยีบเทยีบประสทิธภิาพของ CS BA FOA  

               และ PA ดว้ยฟังกช์นัแอกคล์ยี์
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5.  สรุป

	 งานวิจัยนี้น�ำ เสนอขั้นตอนวิธีแบบเพลี้ยกระโดด  

(Planthopper Algorithm: PA) เป็นขั้นตอนวิธีส�ำหรับการหา

ค่าความเหมาะสมที่สุดแบบท่ีได้รับแรงบันดาลใจจาก

พฤติกรรมการหาอาหารแบบเป็นกลุ่ม ซึ่งจากการเปรียบ

เทียบกับขั้นตอนวิธีการค้นหาแบบนกดุเหว่า  แบบค้างคาว 

และแบบแมลงหวี่ ด้วยการหาค่าต�่ำสุดของฟังก์ชันทาง

คณติศาสตร์ 4 ฟังก์ชนัคือ ฟังก์ชนั Sphere ฟังก์ชนัไกรแวงก์ 

ฟังก์ชนัโรเซนบรอ็ก และฟังก์ชนัแอกค์ลย์ี พบว่า ขัน้ตอนวธิี

แบบเพลี้ยกระโดดสามารถหาค่าความเหมาะสมได้เทียบ

เคียงกบัขัน้ตอนวธิอืีน่ และดีกว่าขัน้ตอนวธิอีืน่ในบางฟังก์ชนั 

	 การวิจัยต่อในอนาคตจ�ำเป็นต้องเพิ่มประสิทธิภาพ 

การหาค่าค่าความเหมาะสมโดยเพิ่มเติมพารามิเตอร์ เช่น 

อัตราการตาย จ�ำนวนเพศผู้เพศเมีย การจากฝูงไป การเข้า

ฝูงใหม่ เป็นต้น 
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