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บทคัดย่อ

	 พฤติกรรมการขับขี่รถโดยสารมีความสำ�คัญต่อคุณภาพ

และความปลอดภัยของระบบขนส่งสาธารณะ การรวบรวม

และวิเคราะห์พฤติกรรมของผู้ขับขี่รถโดยสารสาธารณะ 

เพื่อให้ผู้ประกอบการนำ�มากำ�หนดนโยบายและจัดการกับ

ความผดิพลาดของผูข้บัขี ่เพือ่รบัประกันความปลอดภยัและ

คณุภาพในการใหบ้รกิาร ลกัษณะของเวบ็ไซตส์นทนาขอ้รอ้ง

เรียนเป็นท่ีนิยมของผู้โดยสารเพื่อยื่นข้อร้องเรียนในการใช้

บริการ การคัดกรองและจัดหมวดหมู่ข้อร้องเรียนเกี่ยวกับ

บริการจึงเป็นงานที่ซับซ้อนและต้องใช้ทรัพยากรโดยไม่

จำ�เป็น งานวิจัยนี้เสนอเทคนิคการสกัดข้อความและเทคนิค

การเรียนรู้ของเครื่อง เพื่อจำ�แนกประเภทข้อร้องเรียน 

แบบอัตโนมัติที่เกี่ยวกับพฤติกรรมการขับขี่และคุณภาพ 

การบริการ จำ�นวน 4 คลาส ได้แก่ 1) คลาสการจอดรับส่ง 

ผูโ้ดยสาร 2) คลาสลกัษณะการขบัขี ่3) คลาสการเดินรถ และ 

4) คลาสคณุภาพการบรกิาร สำ�หรบัการสกัดขอ้ความใชห้ลกั

การตัดคำ�จากพจนานุกรมคำ�ศัพท์เทียบกับคำ�ที่ยาวที่สุดที่

พบในพจนานุกรม จากน้ันสร้างดัชนีเอกสารโดยหาค่าน้ำ�หนัก

ของคำ�เด่ียวและนำ�มาจัดให้อยู่ในรูปแบบของเวกเตอร์

เอกสาร เพ่ือใช้เป็นชุดข้อมูลในการสร้างตัวแบบจำ�แนกข้อมูล

โดยใช้เทคนิคการเรียนรู้ของเครื่อง ได้แก่ ต้นไม้ตัดสินใจ  

นาอีฟเบย์ การหาเพื่อนบ้านใกล้ที่สุด ซัพพอร์ตเวกเตอร์

แมชชีนและโครงข่ายประสาทเทียม ผลการทดลองพบว่า  

ตัวแบบโครงข่ายประสาทเทียมสามารถจำ�แนกข้อความ

สถิตย์โชค  โพธิ์สอาด  (Satidchoke  Phosaard)* และ ปิติภูมิ  โพสาวัง  (Pitiphum  Posawang)**

พฤติกรรมการขับรถโดยสารสาธารณะได้ค่าความแม่นตรง

สงูสุดซึง่มคีา่เท่ากับ 90.23% คา่ความแมน่ยำ�เทา่กับ 91.9% 

ค่าความระลึกเท่ากับ 90.2% และค่าเอฟเมเชอร์เท่ากับ 

90.5% งานวิจัยนี้สามารถนำ�ไปประยุกต์ใช้สร้างระบบ

จำ�แนกหมวดหมู่เกี่ยวกับพฤติกรรมการขับรถโดยสาร

สาธารณะและระบบจำ�แนกหมวดหมู่เอกสารอัตโนมัติได้

คำ�สำ�คญั: การจำ�แนกพฤตกิรรมการขบัขี ่การสกัดขอ้ความ 

การเรียนรู้ของเครื่อง

Abstract

	 Bus drivers’ behaviors play important roles in the quality 

and safety of this public transportation mode.  By collecting 

and analyzing bus drivers’ behaviors, service operators could 

outline policies and actions needed to properly handle bus 

drivers’ misbehaviors to guarantee safety and good quality 

of services.  The direct and transparency characteristics of 

complaint web boards make them popular among passengers 

to lodge service complaints.  Filtering and categorizing service 

complaints is a complicated task and requires unnecessary 

resources. This work applies text extraction and machine 

learning techniques to automatically classification complaints 

of bus driver behavior and quality services into five categories: 

1) bus stops 2) bus driver behavior 3) timetable and  
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4) services quality. The text extraction employed longest matching 

algorithm with domain-specific augmented dictionary.  

The document representation of the extracted words is in the 

form of word vector of TF-IDF weightings.  Five prominent 

techniques, the J48 decision tree, Naïve Bayes, K-Nearest 

Neighbour, Support Vector Machine and the Artificial Neural 

Network (ANN), were used to create classification models.  

The results suggested that the ANN model is superior to the 

other model.  The ANN model’s accuracy is as high as 90.23% 

with 91.9% precision, 90.2% recall and 90.5% F-measure.  

The text processing practice and the model could be used to 

implement a real-world system to automatically classify bus 

drivers’ behaviors.

Keywords: Bus Drivers’ Behavior Classification, Text Extraction, 

Machine Learning.

1.  บทนำ�

	 ข้อมูลพฤติกรรมการขับขี่ รถโดยสารสาธารณะมี  

ความสำ�คัญต่อการพัฒนาพฤติกรรมการขับขี่ให้ปลอดภัย 

และควบคุมพฤติกรรมการขับขี่ที่ไม่ปลอดภัยของผู้ขับรถ 

นอกจากนีข้อ้มลูพฤตกิรรมการขบัขีร่ถโดยสารสาธารณะยงั

เป็นส่วนสำ�คัญต่อการบริหารจัดการระบบขนส่งและจราจร

อจัฉรยิะหรอืไอทเีอส (Intelligent Transportation System: ITS) 

เพ่ือให้ผู้ใช้รถใช้ถนนได้รับความสะดวกรวดเร็ว ความปลอดภัย

ในการเดินทางและหลีกเลี่ยงอุบัติ เหตุที่อาจเกิดจาก

พฤติกรรมการขับขี่รถโดยสารสาธารณะ แต่อย่างไรก็ตาม 

ก่อนทีจ่ะนำ�ขอ้มลูมาใชป้ระโยชนใ์นการบรหิารจดัการได้นัน้

จำ�เปน็ตอ้งมกีารศึกษาพฤตกิรรมเสีย่งของผูข้บัขีร่ถโดยสาร

สาธารณะ

	 พฤติกรรมเสี่ยงของผู้ขับขี่จำ�แนกเป็น 4 ประเภท ได้แก่ 

1) การเบรกกะทันหัน 2) การออกตัวกะทันหัน 3) การเล้ียวรถ

ด้วยความเร็วสูง และ 4) การเปลี่ยนช่องจราจรกะทันหัน [1] 

พฤตกิรรมเส่ียงเหลา่นีเ้ปน็สาเหตสุำ�คญัท่ีทำ�ใหเ้กิดอบุตัเิหตุ

และความไมป่ลอดภยัของผูใ้ชร้ถใช้ถนน ทีผ่า่นมามผีูศ้กึษา

วิจัยพฤติกรรมของผู้ขับขี่รถโดยสารสาธารณะ เพื่อเพิ่ม 

ความปลอดภัยให้กับผู้เดินทาง เช่น ศูนย์ความเป็นเลิศด้าน

โลจิสติกส์ มหาวิทยาลัยเทคโนโลยีพระจอมเกล้าธนบุรี [2] 

ศึกษา การเพิ่มประสิทธิภาพการกำ�กับดูแลรถโดยสาร 

ประจำ�ทางโดยใช้เทคโนโลยี พบว่า หน่วยงานท่ีมีการนำ�ระบบ

เทคโนโลยไีปใชใ้นการกำ�กับดูแลการเดินรถ มท้ัีงหนว่ยงาน

ภาครัฐ รัฐวิสาหกิจ และภาคเอกชน เช่น องค์การขนส่ง

มวลชนกรุงเทพ (ขสมก.) ได้ดำ�เนินการโครงการตรวจสอบ

และติดตามการปฏิบัติการเดินรถ (Tracking and Tracing) 

โดยใช้เทคโนโลยี 2 ระบบ ได้แก่ ระบบการกำ�หนดตำ�แหน่ง

บนโลก (Global Positioning Systems: GPS) และระบบ 

การระบุข้อมูลสิ่งต่างๆ โดยใช้คลื่นความถี่วิทยุ (Radio  

Frequency Identification: RFID)

	 แตอ่ยา่งไรก็ตาม การได้มาซึง่ขอ้มลูพฤตกิรรมของผูข้บัขี่

รถโดยสารสาธารณะนอกเหนือจากการใช้เทคโนโลยีใน 

การตรวจสอบแล้ว ข้อมูลพฤติกรรมของผู้ขับขี่รถโดยสาร

สาธารณะท่ีได้จากผูโ้ดยสารแสดงความคิดเหน็หรอืรอ้งเรยีน

ผ่านกระดานสนทนา (Web Board) บนเว็บไซต์ก็เป็นอีกช่อง

ทางหนึ่งที่ใช้ในการติดตามตรวจสอบพฤติกรรมของผู้ขับขี่

ได้เชน่กัน ยิง่ไปกวา่นัน้กระดานสนทนายงัใชเ้ปน็สือ่กลางใน

การแลกเปลีย่นบทสนทนาหรอืความคดิเหน็ตา่งๆ ผา่นระบบ

เครือข่ายอินเทอร์เน็ตท่ีได้รับความนิยมและแพร่หลายใน

ปัจจุบัน  ผู้ใช้งานสามารถตั้งกระทู้ถามตอบเพื่อแลกเปลี่ยน

ความคิดเห็นกันได้อย่างอิสระ ดังนั้นกระดานสนทนาจึง 

ถือได้ว่าเป็นอีกช่องทางหนึ่งในการสื่อสารเพื่อแลกเปลี่ยน

ความคิดเห็นที่ก่อให้เกิดประโยชน์และเพิ่มประสิทธิภาพใน

การให้บริการของหน่วยงาน

	 เมื่อข้อความคิดเห็นหรือข้อร้องเรียนในการใช้บริการ 

มีเพิ่มมากขึ้น และความหลากหลายของข้อความที่อาจ 

เกิดปัญหาในการตีความหมาย โดยเฉพาะอย่างยิ่งข้อความ

ที่ไม่มีการจำ�แนกหมวดหมู่ไว้อย่างชัดเจน อาจส่งผลต่อ 

การตอบคำ�ถาม การให้ข้อมูลที่ถูกต้องและการสรุปสถิติ 

การจัดประเภทข้อร้องเรียน ถึงแม้ว่าจะมีการจำ�แนกหมวดหมู่

ข้อร้องเรียนในกระดานสนทนาไว้อย่างชัดเจนแล้วก็ตาม  

แตใ่นบางครัง้ ผูใ้ชง้านอาจตัง้กระทูข้อ้รอ้งเรยีนผดิหมวดหมู ่

เนือ่งจากผูใ้ชง้านเปน็ผูเ้ลอืกหมวดหมูด้่วยตนเอง หมวดหมู่

ที่เลือกอาจไม่สอดคล้องกับข้อร้องเรียนส่งผลต่อการตอบ 

ข้อร้องเรียนท่ีอาจได้รับคำ�ตอบท่ีไม่ชัดเจน การนำ�ข้อร้องเรียน

มารวบรวมสรุปเป็นข้อมูลทางสถิติทำ�ได้ยากและใช้เวลาใน

การจัดทำ�เป็นเวลานานเนื่องจากผู้ดูแลระบบจะต้องนำ� 

ข้อร้องเรียนมาจำ�แนกหมวดหมู่ด้วยตนเองอีกครั้ง หากมี
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ระบบการจำ�แนกข้อร้องเรียนตามหมวดหมู่ที่ต้องการแบบ

อัตโนมัติน่าจะเป็นแนวทางหนึ่งในการแก้ไขปัญหาดังกล่าว 

ดังนัน้ งานวจิยันี ้จงึศึกษาวธิกีารจำ�แนกพฤตกิรรมการขบัขี่

รถโดยสารสาธารณะจากข้อมูลข้อร้องเรียนผ่านกระดาน

สนทนาโดยใช้วิธีการสกัดข้อความและเทคนิคการเรียนรู้ 

ของเครื่อง เพื่อนำ�ผลท่ีได้มาเป็นข้อมูลวิเคราะห์พฤติกรรม

การขับขี่รถโดยสารสาธารณะต่อไป

2.  ทฤษฎีและงานวิจัยที่เกี่ยวข้อง

	 การเติบโตของสารสนเทศในรูปแบบข้อความ (Textual 

Information) มีอัตราท่ีเพิ่มมากขึ้น ทั้งจากเครือข่าย

อนิเทอรเ์นต็และเอกสารทีอ่งค์กรจดัเก็บไว ้จงึได้มเีทคโนโลยี

การสืบค้น (Search Engine) ที่สามารถค้นหาข้อมูลด้วย 

คำ�สำ�คัญ (Keywords) และให้ผลลัพธ์ได้อย่างรวดเร็ว  

แตอ่ยา่งไรกต็ามวธีิดังกลา่วยงัไมส่ามารถสรปุความ ประมวล

ความหมายหรือความสัมพันธ์ของคำ�ได้อย่างตรงประเด็น

ทำ�ให้การค้นคืนเอกสารไม่ตรงกับความต้องการของผู้ใช้  

ดังนั้น จึงได้มีการพัฒนาเทคนิคเหมืองข้อความ เพื่อช่วย

จดัการปญัหาทัง้ในส่วนการตรวจสอบหวัขอ้ การตดิตามและ

การแสดงแนวโน้ม ส่งผลให้สารสนเทศในรูปแบบข้อความ

สามารถเข้าถึง วิเคราะห์และประมวลผลภายในเวลาอันรวดเร็ว 

ผูใ้ชง้านสามารถเขา้ใจหรอืใช้ประโยชนจ์ากขอ้ความเอกสาร

ที่จัดเก็บไว้เป็นจำ�นวนมากได้อย่างมีประสิทธิภาพ [3]  

งานวิจัยนี้จึงใช้แนวคิดของการทำ�เหมืองข้อความมาจัดการ

ข้อความจากชุดข้อมูลที่ไม่มีโครงสร้างหรือก่ึงโครงสร้าง  

เพื่อสกัดสารสนเทศเก่ียวกับพฤติกรรมการขับขี่รถโดยสาร

สาธารณะจากข้อมูลข้อร้องเรียนผ่านกระดานสนทนาโดยมี

ทฤษฎีและงานวิจัยที่เกี่ยวข้อง ดังนี้

	 2.1 การเรียนรู้ของเครื่อง (Machine Learning)

	 เป็นสาขาหนึ่งของปัญญาประดิษฐ์ท่ีศึกษาและสร้าง 

ขั้นตอนวิธีที่ทำ�ให้เครื่องคอมพิวเตอร์เรียนรู้ได้จากข้อมูล

ตัวอย่างหรือจากสภาพแวดล้อม เพื่อสร้างตัวแบบหรือ 

ขั้นตอนวิธีและนำ�ไปใช้หรือทำ�นายข้อมูลใหม่ได้ โดยมี 

จุดมุ่งหมายเพื่อการพัฒนาหรือปรับปรุงประสิทธิภาพ 

การทำ�งานของระบบใหดี้ขึน้ เมือ่เรยีนรูแ้ลว้ความรูท่ี้เรยีนได้

จะถูกเก็บไว้ในฐานความรู้ด้วยรูปแบบการแทนความรู้ 

อย่างใดอย่างหนึ่ง เช่น กฎ ฟังก์ชัน ฯลฯ [4], [5]

	 ประเภทของการเรียนรู้ของเครื่อง ประกอบด้วย  

1) การเรียนรู้แบบมีผู้สอน (Supervised Learning) เป็น 

การเรียนรู้จากลักษณะของข้อมูลตัวอย่างที่มีการระบุผลที่

ต้องการหรือประเภทไว้แล้วนำ�ไปทำ�นายข้อมูลอื่นที่ไม่รู้ 

คำ�ตอบ ท้ังน้ีการเรียนรู้แบบมีผู้สอนสามารถนำ�ไปประยุกต์ใช้

ในการประมาณค่าของข้อมูล (Estimation) การจัดประเภท

ของข้อมูล (Classification) การพยากรณ์ข้อมูลในอนาคต 

(Prediction) และ 2) การเรยีนรูแ้บบไมม่ผีูส้อน (Unsupervised 

Learning) เป็นการสร้างตัวแบบที่เหมาะสมกับข้อมูล โดย

ไม่มีการระบุผลท่ีต้องการหรือประเภทไว้ก่อน ท้ังน้ีการเรียนรู้

แบบไม่มีผู้สอนสามารถนำ�ไปใช้ในการจัดกลุ่มข้อมูลได้ 

(Clustering) [5], [6]

	 การแบ่งกลุ่มของข้อร้องเรียนอย่างอัตโนมัติต้องอาศัย

หลักการเรียนรู้ของเครื่อง เพื่อจัดกลุ่มข้อความ โดยเทคนิค

หลักที่ใช้ในการเรียนรู้แบบมีผู้สอนซึ่งมีอัลกอริทึมแบ่ง

ประเภท (Classification Algorithm) ที่เป็นที่นิยมและ 

แพร่หลายในงานวิจัยต่างๆ [5], [6] ได้แก่

	 1) ต้นไม้ตัดสินใจ (Decision Tree) เป็นตัวแบบใน 

การแบ่งประเภทโดยนำ�คุณลักษณะต่างๆ ของข้อมูลนำ�เข้า

มาเป็นน้ำ�หนักในแต่ละโหนดของโครงสร้างข้อมูลต้นไม้ 

โหนดลา่งสดุหรอืใบ จะเปน็ผลลพัธห์รอืประเภททีจ่ดัแบง่ [5] 

ดังภาพที่ 1-1

	 2) ซัพพอร์ทเวกเตอร์แมชชีน (Support Vector Machine: 

SVM) ใช้หลักการของสมการเส้นตรงในการแบ่งกลุ่มข้อมูล 

[5] ดังภาพที่ 1-2

	 3)  เนอีฟเบย์  (Naïve-Bayes) เป็นตัวแบบที่ ให้  

ความน่าจะเป็นกับข้อมูลนำ�เข้าเพื่อจัดแบ่งประเภทข้อมูล 

นำ�เข้าเป็นรูปแบบที่ง่ายที่สุดรูปแบบหนึ่งของอัลกอริทึม 

การแบ่งประเภท [5]

	 4) เคเนียเรสเนเบอร์ (K-Nearest Neighbor) เป็น 

การจำ�แนกกลุม่ขอ้มลูท่ีมคีณุสมบตัใิกลเ้คียงกันท่ีสดุ K กลุม่ 

โดยการคำ�นวณค่าระยะหา่งระหวา่งจดุ (Euclidean Distance) 

ซึ่งเป็นการวัดระยะห่างระหว่างข้อมูลสองข้อมูล ถ้าข้อมูลมี

ความคล้ายคลึงกันมากจะมีระยะห่างน้อย [5] ดังภาพที่ 1-3

	 5) เพอรเ์ซป็ตรอนหลายชัน้ (Multi-layer Perceptron) เปน็

อลักอรทิมึทีเ่ลยีนแบบการทำ�งานของโครงขา่ยประสาทของ

มนษุย ์หรอืโครงขา่ยประสาทเทยีม โดยเปน็การเชือ่มกันของ

โหนดหลายชั้น ค่าฟังก์ชันของแต่ละโหนดเกิดจากฝึกฝน 

(Train) โดยส่งค่าย้อนกลับ (Back Propagation) ทำ�ให้ได้ 
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ตัวแบบท่ีสามารถให้น้ำ�หนักกับข้อมูลนำ�เข้า เพื่อให้ได้

ประเภทที่ถูกจำ�แนกตามโหนดปลายทาง [5] ดังภาพที่ 1-4

	 2.2 เหมืองข้อความ (Text Mining)

	 เหมืองข้อความ เป็นการใช้แขนงความรู้ในด้านต่างๆ  

เชน่ การทำ�เหมอืงขอ้มลู (Data Mining) การเรยีนรูข้องเครือ่ง 

การประมวลผลภาษาธรรมชาติ (Natural Language Processing: 

NPL) การค้นคืนสารสนเทศ (Information Retrieval) และ 

การจัดการความรู้ (Knowledge Management) โดยอาศัย

กระบวนการรวบรวมเอกสารการวิเคราะห์ข้อความเอกสาร 

และการนำ�เสนอผลลัพธ์ให้มีความชัดเจนมากยิ่งขึ้น [8]  

จากการ ให้คำ�นิยามเหมืองข้อความของ Mahesh และคณะ [9] 

Singh และ Tripathi [10] สรุปได้ว่า เหมืองข้อความ หมายถึง 

การใช้เทคนิคการค้นหาความรู้ใหม่จากข้อมูลประเภท

ขอ้ความท่ีมปีรมิาณมาก โดยใช้วธิกีารสกดัคำ� คน้หารปูแบบ 

และความสัมพันธ์ท่ีซ่อนอยู่ในชุดข้อความเอกสาร เพื่อให้ 

เกิดความหมายและสามารถนำ�มาใช้ประโยชน์ได้ สำ�หรับ

กระบวนการทำ�เหมอืงขอ้ความเปน็กระบวนการทีค่ลา้ยคลงึ

กับกระบวนการค้นหาความรูจ้ากฐานขอ้มลู โดยม ี5 ขัน้ตอน

ที่สำ�คัญดังนี้ [11]

	 ขั้นตอนที่ 1 การเลือกข้อมูล (Selection) เป็นการระบุ 

แหล่งท่ีมาของข้อมูลที่นำ�มาใช้ในการทำ�เหมืองข้อความ  

รวมถึงการนำ�ข้อมูลที่ต้องการออกมาจากฐานข้อมูล  

เพ่ือทำ�การพิจารณาในเบ้ืองต้นตามขอบเขตท่ีต้องการศึกษา

	 ขั้นตอนที่ 2 การเตรียมข้อมูล (Preprocessing) เป็น 

กระบวนการที่ทำ�ให้เกิดความมั่นใจในคุณภาพของข้อมูลท่ี

นำ�มาใช้วิเคราะห์ว่ามีความถูกต้อง โดยการนำ�ข้อมูลที่ 

ไม่ถูกต้องออก หรือเป็นขั้นตอนที่อาจต้องแก้ไขข้อมูลก่อน

นำ�ไปใช้งาน

	 ขั้นตอนท่ี 3 การจัดทำ�ดัชนีข้อมูล (Indexing) เป็น 

การจัดข้อมูลให้เหมาะสมและตรงกับรูปแบบที่สามารถ

ประมวลผลต่อไปได้ เช่น ตัดบางคอลัมน์ที่ไม่จำ�เป็นออก

	 ขั้นตอนที่ 4 การทำ�เหมืองข้อมูล (Data Mining) เป็น 

ขัน้ตอนประมวลผล โดยใชอ้ลักอลทึิมตา่งๆ เพือ่แก้ไขปญัหา

หรือหารูปแบบของข้อมูล การจัดหมวดหมู่ (Classification) 

การค้นหากฎความสัมพันธ์ (Association Rule Discovery) 

การแบง่กลุม่ขอ้มลู (Data Clustering) และการสรา้งจนิตทศัน ์

(Visualuzation)

ภาพที่ 1 ตัวแบบการแบ่งประเภทข้อมูล
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	 ข้ันตอนท่ี 5 การแปลผลและการประเมินผล (Interpretation/

Evaluation) เปน็ขัน้ตอนการแปลความหมาย การตคีวามและ

การประเมินผลลัพธ์ว่ามีความเหมาะสมหรือตรงกับวัตถุประสงค์

ทีต่อ้งการหรอืไม ่ซึง่ควรนำ�เสนอผลการวเิคราะหใ์นรปูแบบ

ที่ผู้ใช้งานสามารถเข้าใจได้ง่าย

	 2.3 การประมวลผลข้อความ (Text Preprocessing)

	 เป็นการจำ�แนกเอกสารภาษาไทย ประกอบด้วยขั้นตอน

การสกัดคุณลกัษณะด้วยการตดัคำ�เพือ่ใหไ้ด้คุณลกัษณะของ

เอกสาร จากนัน้กำ�จดัคำ�หยดุและหารากศพัทจ์ากฐานขอ้มลู

ภาษาไทยท่ีกำ�หนดขึน้ หลงัจากนัน้ทำ�การใหค่้าน้ำ�หนกัดชันี

ของคำ�ในเอกสาร (Term Frequency Inverse Document  

Frequency) แล้วลดขนาดคุณลักษณะของเอกสาร และ 

ทำ�การเรียนรู้แบบมีผู้สอน (Supervised Learning) [5], [6]  

มีรายละเอียดดังนี้

	 	 2.3.1 การตัดคำ� (Word Segmentation) เป็นขั้นตอน

ในการประมวลผลเพื่อจำ�แนกหมวดหมู่ข้อความ เพื่อให้ 

การจำ�แนกมีประสิทธิภาพ สำ�หรับการตัดคำ�ในภาษาไทย 

ยังพบปัญหาในการตัดคำ�เนื่องจากลักษณะของภาษาไทยมี

การเขียนติดต่อกับแบบไม่มีเครื่องหมายวรรคตอนแสดง 

การแบ่งคำ�ที่ชัดเจน ไม่มีช่องว่างค่ันที่แสดงให้เห็นถึง

ขอบเขตของแต่ละคำ�  จึงมีผู้คิดค้นวิธีการตัดคำ�ภาษาไทย

โดยมีวิธีการ [12], [13] ดังนี้

	 	 1) การตัดคำ�โดยใช้กฎ (Rule-Based Approach) 

เป็นการตัดคำ�โดยตรวจสอบจากกฎเกณฑ์ทางอักขระวิธีที่

อาศัยหลักไวยากรณ์ภาษาไทย เริ่มจากการตัดพยางค์ 

เน่ืองจากพยางค์มีรูปแบบท่ีแน่นอนมากกว่าคำ�  จากนั้น 

นำ�พยางค์มาเป็นเกณฑ์ในการกำ�หนดขอบเขตคำ� ข้อดี คือ 

การทำ�งานมีความรวดเร็วและใช้ทรัพยากรในการประมวลผล

น้อย แต่มีข้อจำ�กัดคือ ผลของการตัดคำ�อาจได้เป็นกลุ่มคำ�

ที่สามารถตัดคำ�ออกไปได้อีก 

	 	 2) การตัดคำ�โดยใช้พจนานุกรม (Dictionary-Based 

Approach) ใช้การเปรียบเทียบคำ�กับคำ�ที่จัดเก็บใน

พจนานุกรมร่วมกับการใช้กฎในการตัดคำ� คำ�ทั้งหมดจะถูก

จัดเก็บไว้ในพจนานุกรม แล้วนำ�ข้อความท่ีป้อนเข้ามาไป

เปรียบเทียบสายอักขระกับคำ�ในพจนานุกรม

	 	 3) การตัดคำ�โดยใช้คลังข้อมูล (Corpus-Based  

Approach) เป็นการนำ�หลักทางสถิติและกลไกการเรียนรู้ 

มาใช้ในการประมวลผลทางภาษา มี 2 วิธี คือ วิธีความน่าจะเป็น 

โดยใช้ตัวแบบไตรแกรมกำ�กับหน้าท่ีของคำ� ในการหารูปแบบ

ของการตัดคำ�และลำ�ดับหมวดหมู่ ซึ่งต้องเตรียมคลังคำ�ท่ีมี

การตัดคำ�และกำ�กับหน้าท่ีของคำ�ไว้ล่วงหน้าและวิธีคุณลักษณะ

ของคำ�ท่ีช่วยแก้ไขความผิดพลาดของการตัดคำ�ที่อาศัย

ความน่าจะเป็น โดยนำ�คุณลักษณะคำ�ที่มีความกำ�กวมมา

ช่วยเลือกการตัดคำ�ที่ถูกต้องให้ได้จำ�นวนคำ�ท่ีไม่พบใน

พจนานุกรมน้อยที่สุด โดยการสร้างตัวแบบกลไกการเรียนรู้

	 	 งานวิจัยนี้ใช้คลาสลองเล็กซ์โต (LongLexTo) ของ

โปรแกรมเล็กซ์โต (Thai Lexeme Tokenizer: LexTo) ซึ่งเป็น

โปรแกรมที่ใช้ตัดคำ�โดยใช้พจนานุกรมคำ�ศัพท์เทียบกับคำ�

ที่ยาวที่สุดที่พบในพจนานุกรม (Longest Matching) ที่ 

ถกูพฒันาโดยศูนยเ์ทคโนโลยอีเิลก็ทรอนกิสแ์ละคอมพวิเตอร์

แห่งชาติ (เนคเทค) [14]

	 	 2.3.2 การกำ�จัดคำ�หยุด (Stop-Word Removal) 

เป็นการนำ�คำ�ที่ไม่มีนัยสำ�คัญออก โดยที่ความหมายของคำ�

หรือข้อความไม่เปลี่ยนแปลง คำ�หยุดจะปรากฏอยู่ใน

ข้อความทุกข้อความ มีความถี่สูง ถือได้ว่าคำ�หยุดเป็น

คุณลักษณะที่ไม่เก่ียวข้องหรือไม่มีประโยชน์ในการจำ�แนก

หมวดหมู่ การกำ�จัดคำ�หยุดเป็นกระบวนการท่ีช่วยให้ 

ขนาดของดัชนีลดลง อีกทั้งลดขนาดพื้นท่ีและเวลาใน 

การประมวลผลด้วย

	 	 2.3.3 การหารากศัพท์ (Stem) เป็นการหารูปแบบเดิม

ของคำ�หรือหาคำ�ที่มีความหมายคล้ายกันมารวมเป็น 

คำ�เดียวกัน แต่ยังมีข้อจำ�กัด คือ ยังไม่มีอัลกอริทึมสำ�หรับ

การหารากศัพท์ภาษาไทยได้ครอบคลมุ เนือ่งจากไวยากรณ์

ภาษาไทยมีความซับซ้อน ต้องอาศัยผู้เชี่ยวชาญด้านภาษา

ไทยเป็นผู้จัดทำ�คลังคำ�สำ�หรับรากศัพท์ภาษาไทย สำ�หรับ

งานวจิยันีไ้มไ่ด้นำ�การหารากศัพทม์าพจิารณาเปน็การตดัคำ�

และดึงคำ�มาใช้เฉพาะโดเมนที่สนใจเท่านั้น

	 	 2.3.4 การสร้างดัชนีคำ�สำ�คัญ (Indexing) เป็น 

กระบวนการแปลงเอกสารท่ีเป็นภาษาธรรมชาติ ให้คอมพิวเตอร์

สามารถเข้าใจและประมวลผลได้ การสร้างตัวแทนเอกสาร

โดยทั่วไปอยู่ในรูปแบบเวกเตอร์ค่าน้ำ�หนักคำ�ซึ่งเป็น 

ค่าคุณลักษณะของเอกสาร สำ�หรับงานวิจัยน้ีสร้างดัชนีเอกสาร

โดยใช้ค่าน้ำ�หนักรูปแบบคำ�เดี่ยว

	 2.4 งานวิจัยที่เกี่ยวข้อง

	 งานวิจัยที่เก่ียวข้องกับการจัดหมวดหมู่ภาษาไทย เช่น 

ราชวิทย์ และคณะ [12] ได้เสนอ การจำ�แนกกลุ่มคำ�ถาม
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อัตโนมัติบนกระดานสนทนาโดยใช้เทคนิคเหมืองข้อความ

เพือ่ศกึษาและเปรยีบเทียบประสทิธภิาพการจำ�แนกขอ้ความ 

3 เทคนิควิธี ได้แก่ การหาเพื่อนบ้านใกล้สุด ต้นไม้ตันสินใจ 

การเรยีนรูเ้บยอ์ยา่งงา่ย ผลการทดลองพบวา่ เทคนคิการหา

เพื่อนบ้านใกล้สุด มีประสิทธิภาพในการจำ�แนกกลุ่มคำ�ถาม

ได้ดทีีส่ดุ มค่ีาความถกูตอ้งเทา่กับ 89% ค่าความเท่ียงเทา่กับ 

90% และค่าความระลึก 89% ส่วนงานวิจัยของนิเวศ  

และคณะ [15] ได้เสนอการพฒันาประสิทธภิาพการจดัหมวด

หมู่เอกสารภาษาไทยแบบอัตโนมัติ ซึ่งได้ลดคุณลักษณะ

ข้อมูลโดยใช้ค่าเกนความรู้ (Information Gain) และเทคนิค

การเรียนรู้ของเครื่อง ผลการทดลอง พบว่า อัลกอริทึม 

ซัพพอรท์เวกเตอร์แมชชีนใหป้ระสทิธิภาพสงูสุด คอื 94.3% 

ด้านการลดขนาดคุณลักษณะสามารถลดลงได้ 90% โดย 

ไม่ส่งผลต่อประสิทธิภาพการจัดหมวดหมู่ ในงานวิจัยของ 

Choochart และคณะ [16] เสนอการใหค่้าน้ำ�หนกัดัชนเีอกสาร

ด้วยวิธีการให้น้ำ�หนักของคำ�ของหนังสือพิมพ์ไทยรัฐ 

บนเว็บไซต์ โดยใช้การตัดคำ�ด้วยคำ�เด่ียวและใช้อัลกอริทึม

ซัพพอร์ทเวกเตอร์แมชชีนเพ่ือจำ�แนกกลุ่มข้อความ ซ่ึงวิธีการ

ให้น้ำ�หนักคำ�เป็นวิธีท่ีนำ�มาใช้สร้างตัวแบบเอกสารที่มี

ประสิทธิภาพในการจำ�แนกได้ดี

	 	 สำ�หรับงานวิจัยนี้ผู้วิจัยนำ�งานวิจัยของ [12], [15] 

และ [16] มาใช้เป็นแนวทางในการศึกษาและประยุกต์ใช้วิธี

การสกัดข้อความและเปรียบเทียบวิธีการเรียนรู้ของเครื่อง

เพื่อจำ�แนกพฤติกรรมการขับขี่รถโดยสารสาธารณะจาก

ข้อมูลข้อร้องเรียนผ่านกระดานสนทนา 

3.  วิธีดำ�เนินการวิจัย 

	 3.1 การเก็บรวบรวมข้อมูล

	 งานวิจัยน้ีเก็บรวบรวมข้อมูลความคิดเห็นหรือข้อร้องเรียน

และรายละเอียดการใช้บริการจากกระดานสนทนาบน

เว็บไซต์ขององค์การขนส่งมวลชนกรุงเทพ (http://www.

bmta.co.th/?q=th/forum) มีข้อมูลเดือนมกราคม 2558 ถึง

เดือนธันวาคม 2559 จำ�นวน 1,314 ข้อความ ดังตารางที่ 1

	 3.2 การประมวลผลข้อความ

	 เนื่องจากข้อความที่ได้อยู่ในรูปแบบภาษาธรรมชาติ  

จงึตอ้งแปลงขอ้ความใหอ้ยูใ่นรปูแบบทีค่อมพวิเตอรส์ามารถ

เรียนรู้ได้ เพ่ือสร้างตัวแทนเน้ือหาของเอกสาร ซ่ึงกระบวนการ

ประมวลผลข้อความสำ�หรับงานวิจัยนี้มีขั้นตอนดังภาพที่ 2

	 ขั้นตอนการประมวลผลข้อความดังภาพที่ 2 เริ่มจาก 

นำ�ข้อร้องเรียนเก่ียวกับพฤติกรรมการขับรถโดยสารสาธารณะ

จากเวบ็ไซตอ์งค์การขนสง่มวลชนกรงุเทพ มาแปลงเปน็ไฟล์

ข้อความที่มีนามสกุล .txt จากนั้นใช้คลาสลองเล็กซ์โตของ

โปรแกรมเล็กซ์โตมาปรับปรุงโปรแกรมเพิ่มเติมเพื่อใช้ใน 

การตัดคำ�ข้อความภาษาไทยสำ�หรับโดเมนท่ีเก่ียวกับพฤติกรรม

การขับรถโดยสารสาธารณะ

	 ในการตัดคำ�จากข้อความภาษาไทย และการกำ�จัด 

คำ�หยุด เป็นกระบวนการที่ต้องอาศัยพจนานุกรมคำ�ศัพท์ 

มาช่วยในกระบวนการตัดคำ�  สำ�หรับงานวิจัยนี้ผู้วิจัยใช้

ตารางที่ 1 ตัวอย่างข้อความคิดเห็นหรือข้อร้องเรียน

ลำ�ดับ ข้อความตัวอย่าง

1 สาย 29 หมายเลขทะเบียน 15-8570 กรุงเทพ  

เมื่อเวลา 8.20 น. จอดรถนอกป้ายและ 

ไม่จอดรถเมื่อถึงป้ายประจำ�ทาง

2 รถสาย 8 39-130(11-5848) ขับรถเร็วมาก  

ปาดหน้ารถคันอื่น เวลาจอดรถส่งผู้โดยสารดูรีบๆ

3 รถร่วมสาย 1 สาย 35 ขับรถไม่สุภาพสุดสุด ขับกระชาก 

เบรคทีหัวทิ่มหัวตำ� เด็กเล็กคนแก่ 

หกล้มระเนระนาดเป็นประจำ� แถมชอบจอดขวางจอดคา 

รอแย่งผู้โดยสารแถวหน้าโรบินสัน

... ...

1314 รถเมลล์ 558 ขาดระยะ 1.20 นาทีโดยที่ การจราจรก็ไม่ติด

รถขาดระยะจากเส้นบางนาตราดวิ่งไปพระราม 2 รอรถ

ตั้งแต่ 19.45 จนถึง 21.08 รถยังไม่ผ่านสักคันไม่ทราบว่า 

มีนโยบาย ปรับปรุงแก้ไขยังไงครับ

ภาพท่ี 2 กระบวนการประมวลผลข้อความ
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พจนานุกรมคำ�ศัพท์เล็กซิตรอน (Lexitron) ของเนคเทค 

ในการตัดคำ�และได้เพิ่มคำ�ศัพท์ที่เก่ียวข้องกับพฤติกรรม 

การขับรถโดยสารสาธารณะในพจนานุกรมคำ�ศัพท์ เล็กซิตรอน 

เพื่อให้โปรแกรมสามารถตัดคำ�ได้ตรงตามคำ�ศัพท์ที่ผู้วิจัย

กำ�หนด จากนั้นใช้คลาสลองเล็กซ์โตซึ่งเป็นคลาสที่ใช้หลัก

การตัดคำ�จากพจนานุกรมคำ�ศัพท์เทียบกับคำ�ที่ยาวที่สุดที่

พบในพจนานุกรม โดยมีหลักการทำ�งาน คือ เมื่อมีการส่ง

ข้อความเข้าในรูปแบบไฟล์ข้อความ .txt โปรแกรมจะทำ� 

การอ่านคำ�ทั้งหมดแล้วนำ�ไปเก็บไว้ในโปรแกรม แล้วนำ�คำ�

เหล่านั้นไปเทียบกับคำ�ที่ยาวที่สุดท่ีพบในพจนานุกรมของ

โปรแกรม เมือ่พบแลว้จงึทำ�การตดัคำ�นัน้ออกมา แลว้บนัทกึ

คำ�ท่ีถูกตัดเป็นไฟล์เอกสารเว็บเพจท่ีมีนามสกุล .html 

สำ�หรับนำ�ไปใช้งานต่อไป

	 งานวิจัยนี้จำ�แนกคลาสข้อมูลพฤติกรรมการขับรถ

โดยสารสาธารณะตามลักษณะของคำ�ถามที่พบบ่อยใน

กระดาษสนทนา โดยทำ�การตัดคำ�จากข้อร้องเรียน แล้วนำ�

มาหาความถีข่องคำ�ทีพ่บมากทีส่ดุในกระดานสนทนาจากนัน้

ให้ผู้เชี่ยวชาญทางด้านระบบขนส่งและการจราจรอัจฉริยะ

จำ�นวน 3 ท่าน ทำ�การประเมินเพื่อจัดกลุ่มคำ�ที่เกี่ยวข้องกับ

พฤติกรรมการขับขี่ท่ีอาจก่อให้เกิดอันตรายและคุณภาพใน

การใช้บริการ จำ�นวน 4 คลาส ได้แก่ 1) คลาสการจอดรับส่ง

ผูโ้ดยสาร 2) คลาสลกัษณะการขบัขี ่3) คลาสการเดินรถ และ 

4) คลาสคุณภาพการบริการ มีคำ�สำ�คัญรวมทั้งหมด 115 คำ�

จากนัน้ผูว้จิยัจดัเกบ็คำ�สำ�คญัในลกัษณะของถงุคำ� ดังตาราง

ที่ 2

	 เมื่อได้คำ�ที่เกี่ยวข้องกับพฤติกรรมการขับรถโดยสาร

สาธารณะแล้ว ขั้นตอนต่อไปคือการสร้างดัชนีคำ�สำ�คัญ  

(Indexing) เป็นการสร้างตัวแทนเอกสาร (Document  

Representation) ให้อยู่ในรูปแบบของเวกเตอร์ค่าน้ำ�หนักของคำ�

ซึง่เปน็การคำ�นวณหาค่าคุณลกัษณะของเอกสารหรอืการหา

คา่น้ำ�หนกัของคำ� (Term Weighting) ในงานวจิยันีใ้ชก้ารสรา้ง

ดัชนีเอกสารโดยการหาค่าน้ำ�หนักรูปแบบคำ�เด่ียว (Single 

Word) โดยใช้วิธีการให้น้ำ�หนักคำ�ซึ่งเป็นวิธีที่ใช้ประเมิน

ความสำ�คัญของคำ�หรือคุณลักษณะนั้น [17] โดยค่าน้ำ�หนัก

ของคำ�หาได้จากการเปรียบเทียบคำ�ถามกับคำ�สำ�คัญในถุงคำ� 

แล้วนับจำ�นวนคำ�สำ�คัญท่ีพบในคำ�ถาม เพื่อนำ�ความถี่มา

คำ�นวณหาค่าน้ำ�หนักของคำ�หรือคุณลักษณะ ดังสมการที่ 1 

และ 2

	 โดยที่

	 W(f, d) คือ ค่าน้ำ�หนักของคุณลักษณะ (f) ที่ปรากฏใน

เอกสาร (d)

	 TF(f, d) คือ ความถี่ของคุณลักษณะ (f) ที่ปรากฏใน 

เอกสาร (d)

	 |D| คือ จำ�นวนเอกสารทั้งหมด

	 |DF(f)| คือ จำ�นวนของเอกสารทั้งหมดที่มีคุณลักษณะ (f) 

ปรากฏอยู่

	 จากนัน้นำ�ค่าน้ำ�หนกัของคำ�สำ�คญัมาจดัใหอ้ยูใ่นรปูแบบ

เวกเตอร์เอกสาร (Word Vector) ดังตารางที่ 3

ตารางที่ 2 การจัดเก็บคำ�สำ�คัญในลักษณะของถุงคำ�

คลาสที่ 1 การจอดรับส่งผู้โดยสาร (28 คำ�)

จอดก่อนป้าย จอดนอกป้าย ไม่ตรงป้าย นอกป้าย

ไม่เข้าป้าย ไม่จอด ไม่จอดป้าย ไม่จอดรับ

ไม่ยอมจอด ไม่รับ ... จอดเลยป้าย

คลาสที่ 2 ลักษณะการขับขี่ (43 คำ�)

ขับรถเร็ว ขับเบียด ไล่รถคันหน้า ขวางทาง

ขับรถอันตราย ขับรถไว ขับหวาดเสียว ขับเร็ว

ตัดหน้า เบรคกะทันหัน ... ขับกระชาก

คลาสที่ 3 การเดินรถ (16 คำ�)

ขาดช่วง ขาดระยะ เว้นระยะ นานมาก

รอนาน รอรถ มาช้า ไม่มีรถ

ออกไม่เป็นเวลา ปล่อยรถ ... หมดระยะ

คลาสที่ 4 คุณภาพการบริการ (28 คำ�)

พูดจาไม่สุภาพ ค่าโดยสาร ตั๋วผิด ไม่พอใจ

เสียมารยาท พูดไม่ดี มารยาทแย่ ทอนเงินผิด

สูบบุหรี่ ประตูหนีบ ... ไม่ฉีกตั๋ว

(1)W(f, d) = TF(f, d) x IDF(f)

IDF(f) = |DF(f)|
log |D| (2)

ตารางที่ 3 เวกเตอร์เอกสาร

Question W1 W2 ... Wj=115 Class

Q1 F11 F12 ... F1j Class1

Q2 F21 F22 ... F2j Class2

Q3 F31 F32 ... F3j Class3

... ... ... ... ... ...

Qi=1314 Fi1 Fj2 ... Fij Class4
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	 3.3 สร้างตัวแบบในการจำ�แนกกลุ่มข้อความ

	 นำ�ข้อมูลค่าน้ำ�หนักของคำ�สำ�คัญจากตารางที่ 3 มาสร้าง

เป็นไฟล์เอกสาร .arff ซึ่งเป็นคุณลักษณะของข้อมูลท่ีใช้ใน

การจำ�แนกคลาสข้อมูลพฤติกรรมการขับรถโดยสาร

สาธารณะ ดังแสดงในตารางที่ 4 จากนั้นใช้โปรแกรม Weka 

(Wailato Environment for Knowledge Analysis) เพือ่วเิคราะห์

และจำ�แนกข้อมูล (Classification) [5] สำ�หรับการสร้างและ

ทดสอบตัวแบบใช้เทคนิควิธีตรวจสอบแบบไขว้กัน 10 ชุด 

(10-Fold Cross Validation) โดยแบ่งข้อมูลออกเป็น 10 ชุด 

ข้อมูลชุดที่ 1 ใช้เป็นชุดข้อมูลทดสอบ (Testing Dataset) และ

อีก 9 ชุดท่ีเหลือใช้เป็นชุดข้อมูลการเรียนรู้ (Training Dataset) 

จากนั้นเปลี่ยนชุดข้อมูลถัดไปเป็นชุดข้อมูลทดสอบส่วนท่ี

เหลือเป็นชุดข้อมูลการเรียนรู้ ทำ�วนไปจนครบทั้ง 10 ชุด

ข้อมูล วิธีการนี้เป็นวิธีที่นิยมเพื่อใช้ลดความผิดพลาดของ

ผลลัพธ์จากการสุ่มเลือกชุดข้อมูลการเรียนรู้และชุดข้อมูล

ทดสอบ [5] 

	 3.4 การประเมินตัวแบบ 

	 วัดประสิทธิภาพการจำ�แนกคลาสข้อมูลพฤติกรรม 

ขับรถโดยสารสาธารณะด้วยค่าความแม่นตรง (Accuracy) 

ค่าความแม่นยำ�  (Precision) ค่าความระลึก (Recall) และ 

ค่าเอฟเมเชอร์ (F-measure) ดังสมการที่ 3, 4, 5 และ 6

	 FP = คำ�ทีเ่ก่ียวกับพฤตกิรรมการขบัรถโดยสารสาธารณะ

ที่ไม่อยู่ในคลาส Cj และตัวแบบทำ�นายว่าอยู่ในคลาส Cj

	 FN = คำ�ท่ีเก่ียวกบัพฤตกิรรมการขบัรถโดยสารสาธารณะ

ที่อยู่ในคลาส Cj และตัวแบบทำ�นายว่าไม่อยู่ในคลาส Cj

	 TN = คำ�ท่ีเก่ียวกับพฤตกิรรมการขบัรถโดยสารสาธารณะ

ที่ไม่อยู่ในคลาส Cj และตัวแบบทำ�นายว่าไม่อยู่ในคลาส Cj

	 Cj = คลาสของคำ�ท่ีเก่ียวกับพฤตกิรรมการขบัรถโดยสาร

สาธารณะจำ�นวน 4 คลาส เมื่อ 1≤ j ≤ 4

4.  ผลการทดลองและการอภิปรายผล 

	 การทดลองนีใ้ชโ้ปรแกรม Weka 3.6 สำ�หรบัสรา้งตวัแบบ 

ข้อมูลสำ�หรับการเรียนรู้และทดสอบ มีจำ�นวนทั้งสิ้น 1,314 

เรคคอร์ด ประกอบด้วยคุณลักษณะ ดังนี้ 1) ค่าน้ำ�หนัก

คุณลักษณะของคำ�สำ�คัญแต่ละคำ�จำ�นวน 115 คุณลักษณะ 

และ 2) คลาสกลุ่มคำ�ที่เกี่ยวกับพฤติกรรมเสี่ยงของผู้ขับขี่ที่

อาจก่อให้เกิดอันตรายและคุณภาพในการใช้บริการจำ�นวน 

4 คลาส มีจำ�นวนข้อมูลในแต่ละคลาสดังนี้ คลาสที่ 1  

มีจำ�นวน 330 เรคคอร์ด คลาสที่ 2 มีจำ�นวน 327 เรคคอร์ด 

คลาสที่ 3 มีจำ�นวน 332 เรคคอร์ด และคลาสที่ 4 มีจำ�นวน 

325 เรคคอร์ด ผลการจำ�แนกข้อความพฤติกรรมการขับรถ

โดยสารสาธารณะดังภาพที่ 3 มีรายละเอียด ดังนี้

	 4.1 ผลการจำ�แนกข้อมูลด้วยต้นไม้ตัดสินใจ

	 การเรยีนรูแ้ละทดสอบเพือ่สรา้งตวัแบบตน้ไมต้ดัสินใจใช้

อัลกอลิทึม J48 ได้กำ�หนดพารามิเตอร์ค่าความเชื่อมั่น  

(Confidence Factor) เท่ากับ 0.25 จำ�นวนของข้อมูลท่ี 

น้อยที่สุดต่อใบ (Leaf) เท่ากับ 2 ผลการเรียนรู้และทดสอบ 

พบว่า ขนาดของต้นไม้ (Size of the Tree) มีค่าเท่ากับ  

63 โหนด มีจำ�นวนใบ (Number of Leaves) เท่ากับ 32 ใบ 

คา่ความแมน่ตรงมคีา่เทา่กบั 81.53% เมือ่พจิารณาในแตล่ะ

คลาส พบว่า ค่าความแม่นยำ�มีค่าระหว่าง 62-94.4%  

ค่าความระลึกมีค่าระหว่าง 56.6-96.2% ค่าเอฟเมเชอร์ 

มีค่าระหว่าง 67.4-88.2%

	 4.2 ผลการจำ�แนกข้อมูลด้วยนาอีฟเบย์

	 ผลการเรียนรู้และทดสอบของตัวแบบนาอีฟเบย์ พบว่า 

ค่าความแม่นตรงมีค่าเท่ากับ 87.86% เมื่อพิจารณาใน 

แตล่ะคลาส พบวา่ ค่าความแมน่ยำ�มค่ีาระหวา่ง 76.4-90.7%  

ค่าความระลึกมีค่าระหว่าง 64.2-95.9% ค่าเอฟเมเชอร์ 

มีค่าระหว่าง 73.9-94.9%

ตารางที่ 4 คุณลักษณะของข้อมูลที่ใช้ในการจำ�แนก

ตัวแปร ชนิด คำ�อธิบาย

W1 numeric ค่าน้ำ�หนักของคำ�สำ�คัญที่ 1 (จอดก่อนป้าย)

W2 numeric ค่าน้ำ�หนักของคำ�สำ�คัญที่ 2 (จอดนอกป้าย)

W3 numeric ค่าน้ำ�หนักของคำ�สำ�คัญที่ 3 (ไม่ตรงป้าย)

... ...

W115 numeric ค่าน้ำ�หนักของคำ�สำ�คัญที่ 115 (ไม่ฉีกตั๋ว)

Class numeric Class1, Class2, Class3, Class4

Accuracy = TP+FP+TN+FN
TP+TN (3)

Precision = TP+FP
TP (4)

Recall = TP+FN
TP (5)

(6)F-measure =  2
Precision*Recall
Precision+Recall*
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	 4.3 ผลการจำ�แนกข้อมูลด้วยเพื่อนบ้านใกล้ที่สุด

	 การเรียนรู้และทดสอบเพื่อสร้างตัวแบบเพื่อนบ้านที่ใกล้

ที่สุดได้กำ�หนดพารามิเตอร์จำ�นวนเพื่อนบ้าน (k) เท่ากับ 1 

พบว่า ค่าความแม่นตรงมีค่าเท่ากับ 89.44% เมื่อพิจารณา

ในแต่ละคลาส พบว่า ค่าความแม่นยำ�มีค่าระหว่าง 82.1-95.9% 

ค่าความระลึกมีค่าระหว่าง 75.5-95.9% ค่าเอฟเมเชอร์ 

มีค่าระหว่าง 84.2 - 95.9%

	 4.4 ผลการจำ�แนกข้อมูลด้วยซัพพอร์ตเวกเตอร์แมชชีน

	 การเรียนรู้และทดสอบเพื่อสร้างตัวแบบซัพพอร์ต 

เวกเตอร์แมชชีนใช้อัลกอลิ ทึม Sequential Minimal  

Optimization (SMO) ได้กำ�หนดพารามิเตอร์ Filter Type 

เท่ากับ Normalize Training Data และใช้เคอร์เนล Polynomial 

เป็นเคอร์เนลพื้นฐานในการจำ�แนกข้อมูล ผลการจำ�แนก  

พบว่า ค่าความแม่นตรงมีค่าเท่ากับ 88.12% เมื่อพิจารณา 

ในแต่ละคลาส พบว่า ค่าความแม่นยำ�มีค่าระหว่าง 70.2 - 97.1% 

ค่าความระลึกมีค่าระหว่าง 71.1-93.6% ค่าเอฟเมเชอร์มี 

ค่าระหว่าง 78.4 - 93.2%

	 4.5 ผลการจำ�แนกขอ้มูลดว้ยโครงขา่ยประสาทเทยีม

แบบเพอร์เซ็ปตรอนหลายชั้น

	 การเรียนรู้และทดสอบเพื่อสร้างตัวแบบโครงข่าย 

ประสาทเทียมแบบเพอร์เซ็ปตรอนหลายชั้น ได้กำ�หนด

พารามิเตอร์อัตราการเรียนรู้ (Learning Rate) เท่ากับ 0.3  

ค่าความแกว่ง (Momentum) เท่ากับ 0.2 กำ�หนดจำ�นวน 

ชั้นซ่อน (Hidden Layer) ตั้งแต่ 2-5 ชั้น เพื่อเลือกจำ�นวน 

ชั้นซ่อนที่ เหมาะสม และจำ�นวนครั้งที่ทำ�การฝึกสอน  

(Training Time) เท่ากับ 500

	 ผลการจำ�แนก พบว่า โครงสร้างตัวแบบ 115-58-4 

(จำ�นวนโหนดช้ันนำ�เข้า-ช้ันซ่อน-ช้ันนำ�ออก) มีค่าความแม่นตรง

เท่ากับ 90.23% เมื่อพิจารณาในแต่ละคลาส พบว่า  

ค่าความแม่นยำ�มีค่าระหว่าง 72.4-98.5% ค่าความระลึก 

มีค่าระหว่าง 75.5-97.4% ค่าเอฟเมเชอร์มีค่าระหว่าง  

83.1 - 95.3%

	 เม่ือพิจารณาค่าความแม่นตรง ความแม่นยำ� ค่าความระลึก

และเอฟเมเชอร์ ในการจำ�แนกข้อมูลของตัวแบบท้ัง 5 ตัวแบบ 

พบว่า ตัวแบบโครงข่ายประสาทเทียม มีค่าความแม่นตรง 

ค่าความแม่นยำ�และค่าความระลึกโดยรวมของทุกคลาส 

สูงกว่าตัวแบบอื่นๆ ที่ใช้ในการทดลองในครั้งนี้ ดังนั้น  

การสร้างตัวแบบเพื่อจำ�แนกข้อมูลพฤติกรรมการขับขี่ 

รถโดยสารสาธารณะด้วยเทคนิควิธีโครงข่ายประสาทเทียม

จงึเปน็ขัน้ตอนวธิทีีเ่หมาะสมท่ีสามารถนำ�มาประยกุตใ์ชง้าน

ได้อย่างมีประสิทธิภาพ

5.  สรุป 

	 งานวจิยันีเ้ปน็งานวจิยัเชงิประยกุตท์ีเ่สนอวธิกีารจำ�แนก

พฤติกรรมการขับข่ีรถโดยสารสาธารณะจากข้อมูลข้อร้องเรียน

ของผูโ้ดยสารผา่นเวบ็ไซตส์นทนาโดยใชว้ธิกีารสกดัขอ้ความ

และใช้คลาสลองเล็กซ์โตของเนคเทค โดยใช้หลักการตัดคำ�

จากพจนานุกรมคำ�ศัพท์เทียบกับคำ�ที่ยาวท่ีสุดที่พบใน

พจนานุกรมมาปรับปรุงโปรแกรมเพิ่มเติมเพื่อใช้ตัดคำ�

ข้อความภาษาไทยสำ�หรับโดเมนข้อมูลพฤติกรรมการขับขี่

ที่อาจก่อให้เกิดอันตรายและคุณภาพในการบริการ จากนั้น

สร้างดัชนีเอกสารโดยการหาค่าน้ำ�หนักรูปแบบคำ�เด่ียว  

ภาพที่ 3 เปรียบเทียบค่าความแม่นตรง ความแม่นยำ� ค่าความระลึกและค่าเอฟเมเชอร์ของแต่ละตัวแบบ
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จากนัน้นำ�มาจดัใหอ้ยูใ่นรปูแบบของเวกเตอรเ์อกสาร สำ�หรบั

ใช้จำ�แนกข้อมูลข้อร้องเรียนจำ�นวน 4 คลาส ได้แก่  

1) คลาสการจอดรับส่งผู้โดยสาร 2) คลาสลักษณะการขับขี่ 

3) คลาสการเดินรถ และ 4) คลาสคุณภาพการบริการ จากน้ัน

ใชข้ัน้ตอนวธิตีน้ไมต้ดัสนิใจ นาอฟีเบย ์การหาเพือ่นบา้นใกล้

ที่สุด ซัพพอร์ตเวกเตอร์แมชชีนและโครงข่ายประสาทเทียม

เพื่อสร้างตัวแบบในการจำ�แนกข้อมูล ผลการทดลองพบว่า 

ตัวแบบโครงข่ายประสาทเทียม มีค่าความแม่นตรง  

ค่าความแม่นยำ�  ค่าความระลึกและค่าเอฟเมเชอร์โดยรวม

ของทุกคลาสสูงกว่าตัวแบบอื่นๆ ที่นำ�มาใช้ในการจำ�แนก

ข้อมูลในครั้งนี้ 

	 งานวิจัยในอนาคต ผู้วิจัยจะดำ�เนินการเพิ่มคำ�สำ�คัญที่

เก่ียวกบัพฤตกิรรมการขบัรถโดยสารสาธารณะใหค้รอบคลมุ

ทีส่ามารถใชกั้บลกัษณะขอ้ความหลายรปูแบบ และพจิารณา

เทคนคิวธิกีารเรยีนรูข้องเครือ่งแบบอืน่ๆ เพิม่เตมิท่ีสามารถ

นำ�มาสร้างตัวแบบเพื่อใช้ในการจำ�แนกข้อความให้มี

ประสิทธิภาพมากขึ้นโดยไม่ส่งผลต่อการจำ�แนกหมวดหมู่

พอดีเกินไป (Over Fitting) กับข้อมูลชุดฝึกและชุดทดสอบที่

อาจทำ�ให้ไม่เหมาะกับข้อมูลที่ต้องการทำ�นายจริง
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