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Abstract

Classification of educational attributes to estimate
achievement of students in Calculus I for Engineers course
using data mining technique is presented. 453 students of
engineering faculty at Rajamangala University of Technology
Lanna were investigated. This study used CRISP-DM (Cross
Industry Standard Process for Data Mining) method to process
educational information. Artificial neural network (ANN) and
Decision Tree were used to classify these students into two
groups; risk and no risk to fail or drop out in the course with
three factors and demographic information as input data. The
features selection methods used in this study was Filter
Ranker Method with Chi-Square and Gain Ratio Attribute
Evaluators Techniques to improve accuracy of classification.
The results showed that ANN classifier with 5 attributes from
Chi-Square Attribute Evaluators Techniques have a highest
accuracy at 80.13%. 5 selected attributes of Cognitive Entry
Behaviors exhibited the best attributes for classification. The
result indicates that data mining technique can be applied to
process educational information and provide more meaningful
information. It also is one of choice to be used in education

for development of learning and teaching methods.

Keywords: Educational Data Mining, Features Selection,

Artificial Neural Network, Decision Tree, CRISP-DM.
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3.1 Business Understanding
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3.2 Data Understanding
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3.3 Data Preparation

%é‘amnﬁ%ﬁagaﬁmummlﬁa ?iaﬁwmim%mm?a;ga
1a ﬂﬂﬁﬁﬂﬁ"ﬂayaﬁmwauystﬁ gﬂ@Tad (Data Cleaning)
ﬁwmsﬁmﬁaﬂﬂya;&a (Data Selection) LL&:L‘]Ja‘IEl%E‘]JLL‘]JU
{aQaIﬁagrl,ugﬂLLuuﬁmmmu’Lumﬁmm:ﬁ (Data
Transformation) LT% é’QLLﬂiQm’g‘@ﬁﬂladffﬂﬁﬂ‘]ﬂ’]ﬁam"ﬁ"}
uwInenas Imsmnnualn © 17 wnu @ zauLT.
“ 27 UNUQENAILAUNG. Uaz * 37 Unuan@Eay

£ = & A a a
AnsuanwIeantaty Lduan I@ﬂ“iﬁﬂﬂ:Laﬂ@@dLLﬁ@d

A
Tuen37197 1

4:' L o L
139N 1 mmﬂmwayamm

Input Variable Domain : Normalized Score
(Attribute)
Gender Male : 1, Female : 2
Age 17-19: 1, 20-22: 2,23-25: 3,>25: 4
Major Electricity: ELT, Mechanic: MED, Civil: CIV,
Industry: IND, Computer: COM, Tool&Die: T&D,
Electronic: ELE, Mining: MIN, Agriculture: AGR
Curriculum Regular(4years): 1, Special(4years): 2,
Regular(2years): 3, Special(2years): 4
Loan Yes: 1, No: 2
Accommodations | Family House: 1, Relatives House: 2,
Dormitory: 3, Other: 4
Job Yes: 1, No:2

Parent Income

0-15000 bt.: 1, 15001-30000 bt.: 2, 3000145000 bt.: 3

Father Career

Agriculture: 1, Bureaucrat: 2, Contractor: 3,
Merchant: 4, Other: 5

Mother career

Agriculture: 1, Bureaucrat: 2, Contractor: 3,
Merchant: 4, Other: 5

Father Education

Undergraduate: 1, Graduate: 2, Postgraduate: 3

Mother Education

Undergraduate: 1, Graduate: 2, Postgraduate: 3

Qualification

Vocational Certificate: VC
High Vocational Certificate: HVC
High School: HS

Institution at High

Government: GO, Private: PR

Ao - - o ¥ > a >
UNAINIVY - n'mmswwqmanwmzﬁugmmamiﬁnmmﬂmﬂuﬂmﬁawaga

3.4 Model Building

mu’i%’sﬁl‘%mﬂﬁﬂmiﬁﬁmeh:mwﬂaga (Data
Classification) 918385991815 fnunazanla
gasulanslusunsy WEKA Lﬁaaﬁ‘@{agalﬁa%ﬂuﬂéuﬁ
frue Ao mjmﬁﬁmwmﬁmazhﬁhmwsﬁ"m LL&]:ﬂﬁ]‘I&I
Alufianudss

%&’amnﬁvl,@;mmnmﬁme:ﬁ{ayjaLﬁad@iyumn 50
Qmé’num:uga luauisoitloinafianisdaiaan
Qmé’nwmwad{aya@;m Filter Ranker Method l@ag
W3sufsUMsAIwI mANNMIENA2Y Chi-Square UAZ
Gain Ratio

3.5 Testing and Evaluation

Tuswdsoillrinasoulszansnmosluiaalay
3%m39 19800197 (k-Fold Cross Validation) lagfinvua
1‘1; k = 10 (10-Fold Cross Validation)

3.6 Deployment
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4. HANIIANRITH

Namﬁme:ﬁqmé’ﬂwmﬁﬁNa@iamﬂ%ﬂuﬁ% 3 0
LLa:ﬂaaﬁ'ﬂ&mqﬂﬂa%"uﬂ F1mIU 50 QuAnBmE UFaIlL
a7 2

@13197 2 Confusion Matrix YOINANIITIUUNTDYS
M98 ANN Uae Decision Trees - J48

Risk No Risk Accuracy (%)

Artificial Neural Network (ANN)

Risk 145 60 70.73

No Risk 69 179 72.18
Overall 71.52

Decision Trees - J48

Risk 122 83 59.51

No Risk 70 178 71.77
Overall 66.23

Level
GPA 0-1.99: 1, 2.00-2.49: 2, 2.50-2.99: 3, 3.00-3.49:
4,3.50-4.00: 5
Math GPA 0-1.99: 1, 2.00-2.49: 2, 2.50-2.99: 3, 3.00-3.49:
4,3.50-4.00: 5
Math Pre Test Score | 0-6: 1, 7-12: 2, 13-18: 3, 19-24: 4,25-30: 5
Mathematics Rating scale;
Attitude Strongly Disagree: 1,Disagree:2
(17 items) Neither Agree/Nor Disagree: 3, Agree: 4
Strongly Agree: 5
Opinion of Quality | Rating scale;
Instruction Strongly Disagree: 1, Disagree:2
(16 items) Neither Agree/Nor Disagree: 3, Agree: 4
Strongly Agree: 5
Grade <D+: Risk
>D+: Norisk
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Trees-J48 fi0 66.23% a9endilangadanuuuusnly
UINND %ammﬂuwamnqmé’nwm:mwaiwﬁvlai
fgreaniefianuddyues S9viinisdaiden
Qmﬁﬂﬂm:ﬁﬁﬁﬁmlﬂﬂgﬁﬂ Filter Ranker Method lagla
ﬂﬂiﬁﬂuimﬁﬁﬁﬁﬁﬁﬂgﬁﬂ Chi-Square LLAE Gain Ratio
ﬁﬂﬁamﬁmuqmé’ﬂumﬂ@? 60% anunisly 5, 7 uas
10 ATAANBIAZUIN ARG ANTNMTILATIERENASS
vl@TNaLiﬁzmLﬁUuﬁ’uﬁauﬁ'@Lﬁaﬂqmﬁnmm:é’ummlu
a3197 3

A157971 3 cmmsﬁmunwayanauua:m"im'ﬁﬂ“mﬁan

AT 14T
i Accuracy Percentage
Fll;ifegif;ker Attributes ANN ];Iecision Trege-J48
5 80.13 75.83
Chi-Square 7 78.15 75.06
10 75.94 74.39
5 72.41 72.85
Gain Ratio 7 76.82 74.83
10 72.63 73.73
No Feature Selection 50 71.52 66.23

WUIY NIFUUNVBYAAIY ANN 910 5 QTAANSIUE
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building (5) Testing and evaluation LLRZ (6) Deployment
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